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Preface

Many problems have plagued humanity, and war has surely been among them. 
Mitigating war and maintaining peace are two of the key tasks for those con-
cerned about international relations. To handle these issues, it is necessary to 
know the causes of each. This book brings together the leading scholars within 
international relations to review the current theory and research on peace and 
war—what is known, the quality of the evidence, and future research strategies. 
This book reports on one approach to the study of peace and war: the use of the 
scientific method to identify those factors that bring about the outbreak of inter-
state war and those factors that promote peace.

One of the reasons knowledge about the causes of war and the conditions of 
peace has advanced in recent decades has been the creation of an international 
community of peace science scholars using common data to test hypotheses 
focused on a limited number of questions. It is not an exaggeration to say that in 
the past fifty years more social scientists have been working on this set of related 
research questions than at any other time in history. The scientific approach 
permits a division of labor and the creation of a body of research findings that 
encourages the cumulation of knowledge. Having many minds work on the same 
problem in a sustained manner may have payoffs that have eluded the previous 
efforts of isolated individuals. The struggle of humanity to end the scourge of war 
has always rested on the shoulders of those who could provide answers as to why 
war occurs and how it can be prevented. The scientific community of scholars is 
one of the best hopes for solving the puzzle of war.

The third edition of this book appraises what has been learned about the causes 
of war and the conditions of peace in the twenty years since the publication of 
the first edition. All of the chapters are new, and several new authors have been 
included along with a new section on current trends in research. This edition also 
sees the addition of Sara McLaughlin Mitchell as coeditor. She willingly accepted 
my invitation to come on as coeditor as I transition to retirement. She raised 
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the funds for and hosted the conference upon which this book is based, and she 
greatly improved the book’s intellectual content.

Readers should note that the focus of this volume is on interstate war. We 
have not treated civil war because that would require its own volume, and we 
are pleased to report that since the second edition of this book, Rowman and 
Littlefield released in 2016 the companion volume, What Do We Know about 
Civil Wars? edited by T. David Mason and Sara McLaughlin Mitchell.

Trying to summarize the findings on a particular subject is an ambitious goal, 
and to have any hope of achieving it scholars have to have sustained interaction 
and discussion. As with the previous edition, this one was prepared by having 
a conference with the contributors. This time the conference was hosted at the 
University of Iowa by Sara McLaughlin Mitchell in December 2019 with the aim 
to see what we had learned as a community of peace. Little did we know how 
lucky we were to get together just before COVID-19 shut everything down.

Except for some graduate students, all of the scholars involved in this project 
had known each other for a number of years and had regularly seen each other 
at annual meetings, especially that of the Peace Science Society (International), 
which has provided an important forum for discussion and exchange of research. 
A paper on each of the major topics related to the causes of war and the conditions 
of peace was presented, reviewed, and discussed. Each paper was then revised for 
inclusion into this book.

As before, it has been a complete pleasure working with Rowman and 
Littlefield. Our appreciation to Susan McEachern, our editor, who has always 
been supportive and aided us throughout the process. Our thanks also to others 
at the press: Katelyn Turner, Alden Perkins, our production editor, and early on 
Traci Crowell. A special thanks to our copy editor, Ami Naramor, and our project 
manager at Integra Software, Sudantradevi Mohan.

Many organizations and individuals helped make the conference and this 
book a reality. The conference was made possible with funding support from the 
University of Iowa Department of Political Science’s Shambaugh Memorial Fund 
and the College of Liberal Arts and Sciences Perry A. and Helen Judy Bond Fund 
for Interdisciplinary Interaction. We are grateful to Liz Cecil, Solomon Fenton-
Miller, and Wendy Sandersfeld for staff support for hosting the conference. We 
also thank Iowa faculty members and students who served as discussants and 
helped take notes during the discussions, including Darrell Carter, Addison 
Huygens, Willow Kruetzer, Brian Lai, Bomi Lee, Elizabeth Menninga, Cody 
Schmidt, Nathan Timbs, Joshua Tschantret, and Yufan Yang. Sara McLaughlin 
Mitchell wishes to thank John Vasquez for inspiring her to study war and for 
inviting her to serve as an editor for this edition.

Lastly, I (Sara) dedicate this book to all of my undergraduate and graduate 
students who have inspired me to learn more about what causes war. Seeing war 
through their perspectives has pushed me to think about conflict from different 
viewpoints and to study causes of wars in ways that I had not anticipated before 
stepping into the classroom.
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John Vasquez wishes to thank Monica Bielawiec, who expertly compiled and 
formatted various chapters and references into a manuscript suitable for produc-
tion. My thanks to her for this and for being my research assistant for the past 
two years during which she completed multiple projects, several related to this 
volume. My thanks to Yuxin Victoria Chen, who with great care tracked down 
a number of citations that were needed at the last minute. My thanks also to 
the University of Illinois for financial support provided through the Thomas B. 
Mackie research fund.

I would also like to express my appreciation to Marie T. Henehan, who has 
provided support during my professional career and has been someone with 
whom I could share and test out ideas, including many of those featured in this 
book. She has also always been willing to do some of the meticulous work, like 
check endless references here and going back to 1980 with my first book. Some 
twenty books later, it is good to still have the love of my life at my side as we 
enter our forty-first year of marriage and our eighth winter on Block Island.

Finally, I dedicate this book to my mother, Helen J. Vasquez. Born in the year 
the United States entered World War I and married shortly after Pearl Harbor, she, 
like millions of other Americans, was touched by war, even though she avoided 
its worst scourges. She was always supportive of me and instilled in me a sense 
of work that has been immensely useful in my academic life. More importantly, 
she provided a sense of love without which no life would be worth living. We 
were saddened to lose her in 2010, but we were glad that at ninety-two she still 
had all her wits about her.
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Introduction
Sara McLaughlin Mitchell and John A.Vasquez

In the West, at least since the time of Thucydides, scholars have pondered the 
causes of war. Despite this history, it was only in the twentieth century with the 
efforts of Lewis F. Richardson, Pitirim Sorokin, and Quincy Wright that scien-
tific techniques began to be rigorously applied to the problem. By mid-century 
these early efforts inspired group projects to collect and analyze data. In 1963 
J. David Singer founded the Correlates of War project with the intention of col-
lecting replicable data that would serve as a foundation for a body of scientific 
knowledge on war. Many of the contributors to this book use the data originat-
ing with that project. Around the same time, scholars developed several other 
projects through which they began to study war scientifically. Among them were 
the 1914 studies of Robert North (Holsti, North, and Brody 1968; Choucri and 
North 1975), the Inter-nation Simulation project of Harold Guetzkow (1968), 
the Dimensionality of Nations project of Rudolph Rummel (1979), and the 
International Crisis Behavior Project (Brecher and Wilkenfeld 1989, 1997). It 
has been a little over fifty years since these projects and the numerous efforts of 
the individual researchers who have analyzed the resultant data about war. What 
have we learned from these efforts?

This book has been written to answer this question. Rather than producing a 
secondary study of that research, this book brings together those scholars actively 
engaged in research to answer the question themselves. The emphasis here is on 
international relations scholars, but they bring different perspectives and theories 
to bear on the question. This book, however, is not just another compilation of 
reports of various projects; it is an attempt to provide a systematic discussion 
of what we know about the onset of war and what we need to do to extend this 
knowledge. Now in its third edition, this book itself provides a record of the 
progress made in the past twenty years.

Of course the knowledge we have about war is not as definitive as knowledge 
produced in biology or physics. Nonetheless, that does not mean that we know 
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nothing or that everything is a matter of perspective. The word knowledge is used 
in this book to indicate that certain hypotheses have passed at least a modicum of 
rigorous tests following scientific procedures and using replicable data—in other 
words, that the knowledge claims are based on systematic examination of evi-
dence and not on mere speculation or intellectual argument. This does not mean 
that further inspection may not lead to different conclusions. Science is a process, 
not necessarily an end product. This is especially the case when one is working at 
the frontiers of knowledge in a still-young science, as are the contributors to this 
book. In a sense this is a book about what we know now.

This book is divided into four parts. Part I examines what has been learned 
about the factors that bring about interstate war. A chapter is devoted to each 
of the major factors thought to promote war. In chapter 1, Hensel and Goemans 
examine contentious issues—with a focus on territorial disputes—in order to see 
which are related to armed conflict and war, and which escalate to war and which 
do not. In chapter 2, Morey and Kadera look at the research done on power and 
capability with a focus on findings regarding parity and preponderance and their 
association with war onset. In chapter 3, Kenwick and McManus investigate 
alliances and their role in deterrence. In chapter 4, Sample explores the role of 
arms races in making militarized interstate disputes (MIDs) escalate to war. In 
chapter 5, Akcinaroglu and Radziszewski review the findings on rivalry, a well-
known factor in producing war among states. In chapter 6, Fuhrmann assesses the 
role of nuclear weapons in conflict and peace and how they have changed inter-
national politics since 1945. Each of these factors—territory, power, alliances, 
arms races, rivalry, and nuclear weapons—have been seen as the most important 
factors related to the onset of war and the ones about which we know the most. 
Part I ends with chapter 7 by Quackenbush, who provides an assessment of what 
we know about the outcome of war (who wins and why) and its long-term impact.

Part II examines the factors that promote peace. This part begins with 
Mousseau’s evaluation in chapter 8 of the liberal peace, at the core of which is 
the democratic peace. In chapter 9, Gibler and Miller review the main challenger 
to this theory—the territorial peace. In chapter 10, Owsiak, Diehl, and Goertz 
argue that peace as an explicit dependent variable has generally been understud-
ied in quantitative research and outline a research program for enhancing our 
knowledge of how peace comes about. In chapter 11, Powell and Wiegand evalu-
ate the research on how nations can peacefully resolve territorial and maritime 
disputes. Although the research on peace is less extensive than that on war, some 
things have been learned, and this is a research agenda from which much can be 
expected in the next decade.

Part III is a new section in this book. It covers areas that have recently been a 
focus of work, and while the knowledge in these areas is not as firm as the knowl-
edge addressed in the first two parts of the book, these areas represent emerging 
trends in research that deserve attention. In chapter 12, Valeriano, Maness, and 
Jensen look at the newest area in peace science—cyber warfare, how it can be 
studied, and what is known about it. In chapter 13, McLaughlin Mitchell and 
Yang discuss the environment and how it might produce conflict, with a focus on 
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renewable resources like water. In chapter 14, Wolford analyzes what we know 
about the role of leaders and their decisions for war. Recently, war financing and 
debt and their role in war have received renewed attention; Cappella Zielinski and 
Poast review this work in chapter 15. In chapter 16, Braumoeller concludes Part 
III with an assessment of trends in warfare since 1816 (for example, is interstate 
war declining?) and some of the key debates over our understanding of these 
trends.

Part IV presents three concluding chapters that reflect on what we have 
learned. In chapter 17, Thompson ponders the big picture and what research has 
told us and can tell us, giving us several insights on the project along the way. 
In chapter 18, Owsiak and Atkinson provide some guidance on how we should 
approach our subject in order to get better answers to what we do not know about 
war. This volume concludes in chapter 19 with an assessment of what we know 
about war by McLaughlin Mitchell and Vasquez.
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Chapter One

Territory and Contentious Issues
Paul R. Hensel and Hein Goemans

TERRITORY: WHAT DO WE KNOW ABOUT  
CONTENTIOUS ISSUES?

In the past few decades the study of contentious issues—“disputed point[s] or 
question[s], the subject of a conflict or controversy” (Randle 1987, 1)—has grown 
into a prominent empirical research program. While the study of contentious 
 issues has a relatively long and fruitful history dating from the 1960s literature on 
foreign policy analysis, it did not begin to have a major impact in conflict research 
until the 1990s. Thereafter, with the the collection of new data (see Hensel 2001) 
the study of contentious issues has moved to the forefront of empirical research 
on conflict.

In this chapter, we first trace the early development of the study of contentious 
issues from its origins to its current prominence in research on conflict and war. 
We then explore the theoretical and empirical background for the recent surge 
in interest and proceed to review the rapidly developing literature on territorial 
issues. We next expand our scope to consider research on non-territorial issues 
and how these other issues compare with the issue of territory. We conclude the 
chapter by discussing avenues for future research.

EARLY DEVELOPMENT OF THE ISSUES APPROACH

The first theoretical work on contentious issues can be found in the literature on 
foreign policy analysis. It focused on how foreign policy and domestic issues 
were dealt with differently in domestic policymaking (e.g., Lowi 1964; Rosenau 
1967; Zimmerman 1973). While this earliest work tended to focus on different 
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policymaking processes, it inspired other scholars to reconsider issues from a 
more substantive perspective.

Researchers who examined foreign policy behavior from this more substan-
tive perspective often challenged the typical realist characterization of world 
politics as a quest for power or security, or at best as a distinction between “high 
politics” issues involving security and “low politics” issues involving everything 
else. O’Leary (1976, 320–22), for example, suggested that state behavior is moti-
vated by the desire to resolve specific contentious issues, and that state behavior 
will vary across types of issues (in other words, “issues make a difference”). 
 Similarly, scholars such as Mansbach and Vasquez (1981) have contended that 
patterns of conflict and cooperation between states should vary substantially 
based on the nature of the specific issues at stake.

This early work revealed preliminary evidence that states’ interactions do 
 indeed vary based on the issues at stake. In an important early study that relies on 
event data involving the United States or West Germany, Mansbach and Vasquez 
(1981) identified seventy-eight distinct stakes (issues) and revealed a great deal 
of variation in their conflict-cooperation patterns.1 Extending this research to 
an early proposition from Rosenau’s (1966) pre-theory, Vasquez (1983) distin-
guished between issues based on the tangibility or intangibility of the policy goals 
sought and the means used to attain these goals. Exploring a data set that focused 
primarily on diplomatic conflict and cooperation and that included few events 
related to armed conflict, he found that more tangible issues appeared to yield 
more cooperation while more intangible issues appeared more conflict prone.

DATA ON ISSUES IN ARMED CONFLICT

The first work to focus specifically on contentious issues and interstate conflict 
involved the identification of issues at various levels of armed conflict, up to 
and including war. Luard (1986) examined the issues surrounding wars since 
1400 and Holsti (1991) did the same for wars since 1648, based primarily on the 
statements of leaders at the time. Both Luard and Holsti found territory to be a 
very prominent issue in modern wars. Table 1.1 examines Holsti’s data, limiting 
analysis to primarily interstate conflicts since 1816.2 Combining Holsti’s classifi-
cations of “territory,” “strategic territory,” “territory (boundary),” “national uni-
fication,” or “irredentism” into one overarching “territory” category, for at least 
one of the participants, fifty-one of the sixty-eight interstate wars (75.0 percent) 
involved at least one territorial issue. The prominence of territory remained con-
sistent across historical periods, as it was an issue in twenty-nine of thirty-eight 
wars (76.3 percent) between 1816 and 1945 and twenty-two of thirty wars (73.3 
percent) between 1946 and 1989.

This early work prompted other scholars to develop research projects to 
consider contentious issues, particularly territorial issues, in more depth and 
produced major advances in the availability of data on issues in armed conflict. 
For example, while the initial release of the Correlates of War (COW) project’s 
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Militarized Interstate Dispute (MID) data set (Gochman and Maoz 1984) had not 
coded any aspect of the issues at stake in each militarized dispute, version 2 of the 
data set coded which state(s) in each dispute had sought to revise the status quo 
through militarized action (Jones, Bremer, and Singer 1996). The new data identi-
fied four types of status quo revision, more than one of which may be at stake in 
any given dispute: territorial sovereignty, government policies, the makeup of a 
state’s governing regime, and a residual “other” category. This allowed scholars 
to begin to test hypotheses about the role of territorial issues in the escalation of 
armed conflict and led to a rapid expansion of issue-related research in the mid-
1990s.3 Another widely used data set, the UCDP/PRIO (Uppsala Conflict Data 
Program/Peace Research International Olso) Armed Conflict Data, identifies the 
incompatibilities—as stated by the parties—that are the subject of each armed 
conflict.The data set distinguishes between conflicts over territory and conflicts 
over governments, with some conflicts involving both.

Using the most recent publicly available versions of the MID and Armed Con-
flict Data (MID 4.30 and Armed Conflict 19.1), Table 1.1 reports the prominence 
of territorial issues by historical era. More than one-fourth of all militarized dis-
putes (27.9 percent) involved challenges to the territorial status quo. This ranges 
from 23.2 percent of MIDs since the end of the Cold War up to 31.3 percent in 
the pre–World War II era. Territorial issues are more frequent in each era when 
looking at higher levels of conflict, suggesting that while other issues may lead to 
the threat or display of force, those are not as likely as territory to lead to serious 
escalation. Of all militarized disputes that led to at least one battle-related  fatality 
in each era, 44.6 percent involved territorial issues. Similarly, in each era at least 

Table 1.1. Territorial Issues in Militarized Conflict

Proportion of Conflicts Involving Territorial Issues:

Type of Conflict 1816–1945 1946–1989 1990+ Total

Holsti Interstate Wars
(1816–1989)

29/38
(76.3%)

22/30
(73.3%)

– 51/68
(75.0%)

COW Militarized 
Interstate Disputes
(1816–2010)

222/709

(31.3%)

286/1,016

(28.2%)

137/590

(23.2%)

645/2,315

(27.9%)
COW Fatal MIDs
(1816–2010)

51/104
(49.0%)

101/211
(47.9%)

34/102
(33.3%)

186/417
(44.6%)

COW War-Level MIDs
(1816–2010)

30/56
(53.6%)

12/22
(54.6%)

2/4
(50.0%)

44/82
(53.7%)

ACD Interstate Conflicts
(1946–2018)

– 35/39
(89.7%)

6/9
(66.7%)

41/48
(85.4%)

ICOW Territorial Claims 
Under Way
(1816–2001)

550 300 159 844 (in 1+ era)

ICOW Claims with 1+ 
MID
(1816–2001)

209/550

(38.0%)

117/300

(39.0%)

43/159

(27.0%)

345/844

(40.9%)
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half of all full-scale interstate wars (53.7 percent) involved territorial issues. 
The results are similar for interstate conflicts in the Armed Conflict Data, which 
require a minimum of twenty-five fatalities in a year to qualify to enter the data. 
During the Cold War territorial incompatibilities were at stake in 89.7 percent 
of such armed conflicts, although this dropped to 66.7 percent in the post–Cold 
War era.

DATA ON CONTENTIOUS ISSUES

A second major advance in the study of contentious issues data was the collection 
of data on contentious issues themselves, independent of the occurrence of mili-
tarized disputes or wars. Huth (1996; Huth and Allee 2002) and the Issue Cor-
relates of War (ICOW) project (Hensel 2001; Hensel et al. 2008) both released 
data on territorial issues identified based on diplomatic disagreements between 
countries, independent of how the claimant states try to manage their claims. 
The importance of these data is demonstrated by the fact that fewer than half of 
all territorial claims in the ICOW data set experience even a single militarized 
dispute. These new data sets can therefore be used to test propositions about the 
initiation and termination of disputes and disagreements over territory, the choice 
to militarize the territorial claim, the peaceful management of territorial claims, 
and many other research questions.

Categorizing by the same historical eras that we used to compare the various 
militarized conflict data sets, the bottom portion of Table 1.1 examines the fre-
quency and militarization of territorial claims in the latest version of the ICOW 
data set (1.30). Between 1816 and 1945, 550 territorial claims were active at 
some point, 38.0 percent of which experienced at least one militarized dispute. 
Between 1946 and 1989, 300 were active, 39.0 percent of which experienced 
militarized conflict. In the twelve-year period between 1990 and the end of the 
currently available data in 2001, 159 were active, 27.0 percent of which were 
militarized. In total, between 1816 and 2001, 40.9 percent of the 844 territorial 
claims in the data set experienced militarized conflict at least once. With this 
broad overview of the development of the empirical study of contentious issues 
in the past sixty years, we now turn to theoretical developments in the study of 
war that are culminating in a recent surge in interest in the theoretical status of 
contentious issues.

CONTENTIOUS ISSUES AND THEORY

Until Fearon (1995) made the bargaining model of war the dominant paradigm 
through which to study international conflict, contentious issues were just one of 
a variety of theoretical and empirical approaches. For better or for worse, the theo-
retical work that established the so-called bargaining model of war (Fearon 1995; 
Powell 1996, 2006) had a devastating effect on the empirical study of  conflict. 
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As the scholarly community overwhelmingly accepted the claim that if war is 
costly, two and only two causal mechanisms offer rational explanations for war for 
unitary rational actors, it quickly became obvious that it would be difficult to put 
these theoretical mechanisms to work empirically. Thus to date there is little to no 
consensus on indicators to measure variation in private information, in incentives 
to misrepresent, and in anticipation of commitment problems. As a result less than 
a decade after Fearon’s seminal contribution the empirical literature on conflict 
had fractured and lost focus.

A focus on contentious issues, we argue, has the potential to unify several 
of these disparate strands of empirical conflict research and offer a coherent 
research agenda. Nothing in this approach contradicts the logic of the bargaining 
model of war. First and foremost, the current bargaining model of war literature 
leaves as exogenous the issue put on the bargaining table. For exposition’s stake, 
scholars (Powell 1999, 86–87) represent the issue on the bargaining table as the 
total pie that could possibly be at stake, for example, the combined territory of 
two states. This would be innocuous if states always wanted as much as they 
possibly could get. Indeed, if this were true, the only issue that is put on the 
bargaining table always is the total pie. Some scholars have articulated such an 
extreme stance. Holsti (1991, 14) thus proposes that issues might not be relevant 
because every state wants as much as it can get. This argument is also embodied 
in debates between “offensive realists” who argue that states have unlimited aims, 
“defensive realists” who portray states as primarily concerned with maximizing 
security, and liberals who argue that states have limited and specific aims (Jervis 
1976; Kydd 1997; Moravcsik 1997; Schweller 1998; Mearsheimer 2001; Talia-
ferro 2001; Snyder 2002; Glaser 2010; Narizny 2017, 162). In an effort to finally 
address this question in empirical terms, Schultz and Goemans (2019) show that 
in the context of territorial disputes, states generally have genuinely limited aims. 
This finding suggests that it would be a mistake to assume all issues boil down to 
the same underlying unlimited demands.

A research agenda that focuses on contentious issues holds much promise. For 
one, it could address the question of when and why states and leaders have genu-
inely limited aims. For another, it offers some attractive ways out of the constraints 
of the current consensus on the bargaining model of war. Fearon (1995, 379n1) 
explicitly excluded considerations of “private benefits” from his rationalist expla-
nations for war. A focus on contentious issues is well situated to identify which 
(types of) issues can be exploited for a leader’s private gains. For example, in their 
study of territorial disputes in Africa Goemans and Schultz (2017) find that lead-
ers make limited territorial claims for areas with ethnic brethren, but only if those 
would likely bolster the leaders’ hold on power. Otherwise, borders and areas that 
partition ethnic brethren are just as unlikely to be contested as areas and borders 
that do not. In other words, sometimes maritime claims, sometimes river claims, 
and sometimes territorial claims can be exploited for leaders’ (or their supporters’) 
private gains. Drilling down into specific issues makes it possible to explore when, 
how, and why specific issues become important to different domestic coalitions 
and how these domestic coalitions affect the likelihood of international conflict.
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More generally, different issues are likely to result in different bargaining 
dynamics. In the literature on territorial disputes it has long been acknowledged 
that prior historical formations are one of the few legitimate bases for territorial 
claims (Murphy 1990; Abramson and Carter 2016). These claims typically frame 
the issue in the “domain of losses” and are therefore likely to induce risk toler-
ance (Kahneman and Tversky 1979), a departure from Fearon’s basic model that 
assumes risk neutrality or risk aversion. Others have argued that some territorial 
claims revolve around discontinuities in the players’ utility function and the re-
sulting issue indivisibilities (Hassner 2003; Toft 2003; Goddard 2009; see also 
Carter 2010; Leonard 2020). In other words, the future of the contentious issues 
research agenda looks very bright and offers new ways forward.

To illustrate the breadth and promise of the study of contentious issues, we 
now focus in depth on the literature on territorial issues and unpack how territo-
rial issues are not unidimensional but cover a wide variety of mechanisms that 
could link territory to conflict. In the final section we briefly discuss research 
that examines other issues or compares the management of multiple issue types.

TERRITORIAL ISSUES

We can say, along with Schultz (2015, 129, following Vasquez 2009), that some 
“territory is the kind of good for which states and individuals are (or can be) 
highly motivated to fight.” To disentangle why some but not other issues—in this 
case territory—are worth fighting over and the specific mechanisms that link dif-
ferent contentious issues to conflict, it will prove helpful to establish a baseline 
of the importance of territory in the modern international system.

Territory is central to modern international relations. Territory is the sine 
qua non of states: in Weber’s (2015) famous definition, states exercise author-
ity “within a given area—and the area is integral to its definition” (emphasis 
added).4 No territory, no state. The rediscovery of cartography and significant 
advances in mapping in the eighteenth century fundamentally shaped the role 
and importance of territory and territoriality—the principle of exclusion by area 
(Sack 1986)—in modern domestic and international politics (Branch 2014). This 
marked a break with the early non-territorial systems of political authority. “The 
key difference between territorial and non-territorial strategies of rule,” Goettlich 
(2019, 208) argues, “is whether authority is applied to people and things based 
on where they are”—classification by area—“rather than by who or what they 
are”—classification by type. “Territoriality is essentially ‘rule by geography’ 
rather than universal rule, or rule by networks or personal relationships.” In this 
world political spaces are overwhelmingly compact and fit into each other as 
a completed jigsaw puzzle; empty spaces—terra nullius—are abhorred. Clear 
territorial limits—depicted and disseminated on maps—fulfilled “the goal of 
nations to be exclusionary communities: to distinguish ‘us’ from ‘them.’”5 This 
bordered order did more than demarcate spaces of political authority; it created 
new forms of collective action and collective identity.6 Between the seventeenth 
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and eighteenth centuries the territorial nation-state became a system-defining 
characteristic with lasting consequences for state and social behavior. Territory 
now became the container of peoples, of resources, of identity, and of meaning 
in new and powerful ways.

In this territorial order borders can affect conflict in several ways (see Go-
emans and Schultz 2017), and conflict over borders is not necessarily over the 
territory they enclose. States sometimes become involved in territorial disputes 
because they dispute the border; it is not the specific territory that is so much 
contested here as it is the specific location of the border. This can be for a va-
riety of reasons. Sometimes the border is poorly demarcated and needs better 
specification; sometimes the text of an established border treaty is ambiguous or 
unclear in the face of new cartographic discoveries.7 Sometimes states contest 
the specific principle used to delimit the border, as, when early in the twentieth 
century Argentina and Chile disputed whether the watershed or the highest peaks 
in the Andes should form their border. As the border moves, so of course does 
the territory under control of the contesting states, but in these cases the dispute 
is more over the location of the border than the territory it encloses. Since the 
conflict is over the location of the border, treaties and agreements that pin down 
and clearly specify those borders are likely to end the conflict. (This contrasts 
with prior historical claims to territory.) As such, clear borders have been cred-
ited with reducing the costs of conflict among a wide range of social groups, 
from insects (Eason, Cobbs, and Trinca 1999) to urban gangs (Brantingham et 
al. 2012) to nation-states (Goemans 2006; Carter and Goemans 2011; Goemans 
and Schultz 2017).8

Second, the physical design of borders, rather than the territory they enclose, 
also affects conflict.9 Recent research (Atzili 2012; Carter and Poast 2015; Hassner 
and Wittenberg 2015; Getmansky, Grossman, and Wright 2019) has examined the 
role of border walls and border fortifications and concluded that these walls have 
often a stronger economic than security dimension and are designed to counter 
the forces unleashed by globalization. Such borders are thus expressly designed to 
minimize conflict among states.

Third, as noted earlier in this chapter, borders shape states and identities 
because borders coordinate expectations about group membership (Goemans 
2006). Borders not only coordinate behavior among states (Acharya and Lee 
2019); they are posited to bolster the project of collective action from within. 
Elinor Ostrom (2000, 149) argues that a clear boundary is the first essential prin-
ciple for collective action because it “enables participants to know who is in and 
who is out of a defined set of relationships and thus with whom to cooperate.” 
The project of defining the group itself is fundamental to creating and reinforc-
ing group identities, themselves essential to group formation.10 As Abbott (1995, 
860) famously contends, “Social identities come into existence when social ac-
tors tie social boundaries together in certain ways. Boundaries come first, then 
entities.”11 In the modern nation-state territorial identities often can form the 
basis of territorial claims. Claims on the basis of “prior historical formation” 
(Murphy 1990) and claims to territory on the basis of its status as part of the 
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“homeland” (Shelef 2019) are almost always based on identity claims. This is 
how the intangible value of territory, often identified as a major factor in territo-
rial disputes, can be linked with identity. Borders and territoriality help create 
and establish identity; to maintain and uphold that identity then requires states 
and leaders to maintain the borders that uphold that identity.

Fourth, just as different pieces of territory produce and are demanded by dif-
ferent identities, they also often have quite different material value. For example, 
Goertz and Diehl (1992b) find that the risk of armed conflict during and after a 
territorial exchange increases with the intrinsic value of an exchanged territory 
(measured by area and population) as well as its relational value (whether it is 
considered homeland or dependent territory). Huth (1996) finds that three dif-
ferent indicators—strategic location, ethnic similarity between the states, and 
ties between the challenger state and an ethnic group along the border—increase 
the likelihood of armed conflict over a territorial claim, although the presence of 
economic resources decreases conflict; Huth and Allee (2002) explore domestic 
politics further and note that ethnic ties to the challenger primarily increase con-
flict for democratic challengers. On the other hand, Tir (2006a) finds that when 
two states engage in a territorial claim after exchanging territory, they are more 
likely to begin armed conflict when the territory has economic value; ethnic ties 
to the territory have a weaker effect on conflict and the strategic value of the ter-
ritory has little systematic impact on future conflict.

Fifth, scholars have used aggregated measures of salience to measure the 
overall value of territory rather than treating each individual salience indicator 
separately in empirical models. Hensel (2001; Hensel et al. 2008) measured the 
salience of territorial claims with a twelve-point index that includes a number 
of characteristics of the claimed territory that should increase its value to the 
challenger and/or target state; higher values on this salience index significantly 
increase the probability of militarized conflict over a territorial claim. Hensel 
and Mitchell (2005) break this twelve-point salience index into separate indices 
of tangible salience (indicating the presence of resources, strategic location, or 
permanent population) and intangible salience (indicating for each state whether 
the territory is considered part of the national homeland rather than a colony or 
dependency, whether the state has identity ties to the territory and its population, 
and whether the state has had sovereignty over the territory in the relatively recent 
past). The overall salience of the claimed territory significantly reduces the likeli-
hood of reaching agreement in peaceful settlement attempts, while increasing the 
likelihood of three different forms of militarized conflict over the claim. Tangible 
salience has the same effects, reducing the likelihood of agreement while increas-
ing all three forms of militarized conflict. Intangible salience has an even stronger 
impact on the two most severe forms of militarized conflict, with roughly double 
the substantive impact on escalation, although to the authors’ surprise, agreement 
seemed to be even more likely when intangible salience was higher.

This brief overview offers but some ideas to show how “territory” can be linked 
to conflict through various causal mechanisms. The promise of the contentious 
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 issues approach is not just that it can establish new empirical foundations on which 
to build. The contentious issues research agenda goes further and suggests fertile 
ground for theoretical innovation. Why do some issues arise but not others? Who 
benefits from promoting this contentious issue? Why do some issues seem prone 
to war while other issues apparently can be resolved peacefully? We are on the 
cusp of a breakthrough in our ability to collect fine-grained data, which will allow 
us to probe deeper than ever before into the mechanisms that link contentious is-
sues to international conflict.

The rapid advancement of Geographical Information Systems (GIS) technol-
ogy is beginning to transform research on territorial conflict by adding much 
greater precision to these earlier studies, which depended on rough indicators 
of whether any economic resource or shared ethnic group was present. Schultz 
(2017) developed a new data set, built on the territorial disputes data collected 
by Huth (1996), that precisely maps post–World War II territorial disputes. This 
is a valuable resource that opens up a broad range of new research possibilities. 
Goemans and Schultz (2017) rely on these data to examine the basis for territo-
rial claims in Africa. They slice all borders into one-kilometer segments and use 
other geospatial data—from Geo-EPR on ethnic groups (Wucherpfennig et al. 
2011), to MRDS (Lujala, Rød, and Thieme 2007) for natural resources—to assign 
attributes to each segment. This approach makes it possible to analyze substan-
tial variation both across and within dyads; for example, why some states make 
claims on other states and why in the same dyad a state may claim some areas 
but not others. This geospatial approach makes it possible to identify local ter-
ritorial effects. Goemans and Schultz (2017) find that it is not the mere partition 
of ethnic groups but the political status of partitioned groups that conditions ter-
ritorial claims in Africa. Natural resources, if anything, decreased the likelihood 
of a territorial claim, except perhaps for claims articulated early in the existence 
of the dyad. Precise GIS data allow us to link specific territorial claims to specific 
domestic constituencies who could mobilize in favor of conflict or resolution.

To round out this brief overview of how the value of territory can vary along 
several dimensions, we note that the settlement of a territorial issue does seem to 
produce more peaceful relations between former enemies (e.g., Vasquez 1993). 
Simmons (2005) and Schultz (2014) note that bilateral trade between the for-
mer claimants appears to increase substantially after the settlement of territorial 
claims. Owsiak (2012) and Schultz (2014) find that settling the border between 
two states significantly reduces the risk of future militarized conflict between 
them. Gibler (2012) also reports a “territorial peace,” noting that settling borders 
and ending territorial threats greatly increases the prospects for democratization; 
he suggests that settled borders may be a virtual precondition for the well-known 
democratic peace (see chapter 8 on the liberal peace). These findings are im-
portant in their own right, but also because they strongly suggest that specific 
issues—rather than the endless demands for “more”—lay at the very root of 
contentious relations. Contentious issues appear to lay at the root of questions of 
war and peace.
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MULTIPLE ISSUES

The first wave of empirical research on contentious issues and armed conflict 
focused specifically on territorial issues. This made a great deal of sense, as work 
by scholars such as Luard and Holsti had shown that territorial issues were the 
most prominent issue types in interstate wars throughout the modern era. More 
recently scholars have begun to broaden their data collection efforts to also study 
the management of non-territorial issues. This broadening of scope has the po-
tential to discover new patterns and to significantly advance our understanding of 
contentious issues more generally.

Data on non-territorial issues can be compared directly to the data on territo-
rial claims collected by the ICOW project. The ICOW project began collecting 
data on territorial claims but subsequently expanded to river and maritime claims. 
Drawing from work by Hensel et al. (2008) and Hensel and Mitchell (2017), 
Table 1.2 summarizes contentious issues based on the relative prominence of 
their tangible and intangible salience dimensions. Territorial issues, the subject of 
most early work, are often described as unique because they typically have high 
tangible salience (due to the value of their physical contents) and high intangible 
salience (due to the connection to an individual’s or a country’s identity).

River claims involve contention over the use of a shared international river 
and typically have high tangible salience because of the potential for human con-
sumption, irrigation, hydroelectric power generation, and commercial navigation, 
but they typically have low intangible salience because most rivers do not have 
a strong connection to national identity. Maritime claims involve contention over 
the ownership or usage of a maritime zone and, like river claims, typically have 
high tangible salience because of the resources such as fisheries or oil that might 
be found in the zone, as well as the potential for navigation, but typically have 
low intangible salience because the waters do not have as strong a connection to 
identity as mainland territory. Chapter 13 in this volume offers more detail on 
these water-related issues.

As data collection on these first three issues approached completion, the ICOW 
project began collecting data on identity claims, which fills a third cell in the 

Table 1.2. Typology of Contentious Issues by Claim Salience

Low
Intangible Salience

High
Intangible Salience

High
Tangible Salience

• River (Turkish dam projects on 
Euphrates River)

• Maritime (Cod Wars, Eastern 
Mediterranean)

• Territory (Golan 
Heights, Alsace-
Lorraine)

Low
Tangible Salience

• Firms or industries (Airbus 
subsidies, shrimp imports)

• Treatment of individuals (caning 
of Michael Fay, arrest of Maria 
Butina)

• Identity (Germans in 
South Tyrol, Russians in 
Ukraine or Estonia)
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table. These claims involve contention over the status of an ethnic group that is 
shared by both states. They involve relatively high intangible salience because of 
the importance of defending one’s ethnic kin from a foreign threat. They typically 
have low tangible salience, though, as most identity claims involve demands for 
better treatment of the group in its current state rather than incorporation into the 
state making the demands, so there is little prospect of tangible gains to be had 
by making the claim.

There are many similarities in the ways in which different issues are managed. 
Hensel et al. (2008) find that with higher issue salience all three types of issues 
are more likely to become militarized. At the high end of issue salience we find 
territory with strategic or economic value or intangible value because the territory 
is considered part of a state’s homeland or identity, the usage of a disputed river 
for such purposes as irrigation or hydroelectric power generation, and the usage 
of a disputed maritime zone for such purposes as fishing or oil/gas extraction. At 
the same time, when the issue in question is more salient all three issue types are 
also more likely to see peaceful conflict management efforts.

While there are many similarities in the ways that territorial, river, and mari-
time claims are managed, there are also important differences.12 Hensel et al. 
(2008) note that territorial claims—widely regarded as the most salient issue 
type overall since the early days of the contentious issues literature—are the most 
likely to become militarized. The data sets used for that initial study have been 
expanded, though, offering an opportunity to update the analysis.

Version 1.3 of the ICOW data covers the whole world from 1816 to 2001 for 
territorial claims; the Americas, Europe, and the Middle East from 1900 to 2001 
for river claims; and the Americas and Europe from 1900 to 2001 for maritime 
claims. Table 1.3 relies on these data to examine the frequency of militarized con-
flict over contentious issues. Analyses of variance (ANOVAs) indicate a statisti-
cally significant difference between issue types in the number of total militarized 
disputes per issue (F = 6.83, p < 0.01), and in the number of fatal militarized 
disputes per issue (F = 12.66, p < 0.001). There should be little doubt that territo-
rial claims are more conflict prone than river or maritime claims, although much 
more can be learned from examining the specific situations in which conflict does 
or does not occur.

Table 1.4 examines the likelihood of armed conflict when two or more states 
dispute a contentious issue. This model is largely consistent with previous work 

Table 1.3. Militarization of Territorial, River, and Maritime Claims

Any MID Fatal MID
Issue Type Mean (S.D.) Mean (S.D.) N

Territorial claim 1.01 (2.42) 0.49 (1.32) 844
River claim 0.20 (0.63) 0.08 (0.46) 103
Maritime claim 0.66 (1.72) 0.05 (0.25) 143

Total 0.89 (1.72) 0.39 (1.19) 1,090
F = 6.83 (p < 0.01) F = 12.66 (p < 0.001)
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such as Hensel et al. (2008) and Hensel (2012) and examines some prominent con-
trol variables while emphasizing details of the disputed contentious issue. Table 
1.4 omits territorial issues because they are the referent category, allowing us to 
observe any differential impact of river or maritime issues. Drawing from past 
research, we expect within-issue salience—variation in the salience or importance 
of a given issue relative to other issues of the same type (Hensel et al. 2008)—to 
increase the risk of armed conflict, as should the amount of recent armed conflict 
and the number of recent failed negotiations over the issue. The analysis controls 
for joint democracy between the two claimants (where joint democracy is coded 
where the two states both have Polity scores of 6 or greater) and for the relative 
capabilities of the challenger state (measured as the percentage of total COW 
CINC capabilities in the dyad held by the challenger, or the state that is making 
demands to revise the status quo).

The results in Table 1.4 suggest that even after controlling for other relevant 
variables, the differences between territorial, river, and maritime disputes, as pre-
sented in Table 1.3, are indeed significant. River issues are not systematically dif-
ferent from the referent category of territorial issues, which may be influenced by 
the relatively small number of river claims (only 848 of the 16,842 observations 
involve river claims), but maritime issues are significantly less likely than territo-
rial ones to become involved in both armed conflict generally (p < 0.02) and in 
fatal conflict (p < 0.001). Within-claim salience, indicating the relative salience 
of the claim compared to other territorial, river, or maritime claims, significantly 
increases the likelihood of claim escalation (p < 0.001). The weighted amount 
of recent armed conflict (MIDs) over the same claim significantly increases the 
risk of future conflict over the claim (p < 0.001), and the weighted number of 
unsuccessful recent negotiations over the claim—which may have failed due to 
an inability to reach agreement, to ratify the agreement, or to carry out the agree-
ment—reduces the likelihood of armed conflict in general (p < 0.001) but has no 

Table 1.4.  Accounting for Issue Militarization

Any MID over Issue Fatal MID over Issue
Variable Est.(S.E.) Est.(S.E.)

Intercept −4.46 (0.24)** −5.60 (0.36)***
River issue −0.52 (0.39) −0.72 (0.68)
Maritime issue −0.41 (0.18)** −2.21 (0.46)***
Within-issue salience 0.14 (0.02)*** 0.19 (0.03)***
Recent MIDs 0.59 (0.06)*** 0.54 (0.06)***
Recent failed talks 0.12 (0.04)*** 0.05 (0.04)
Joint democracy −0.56 (0.24)** −1.13 (0.37)***
Challenger capabilities 0.50 (0.24)** 0.63 (0.289)**

N: 16,842 16,842
Likelihood Ratio X2: 246.54 253.46

p < 0.001 (7 d.f.) p < 0.001 (7 d.f.)
* p < 0.10; ** p < 0.05; *** p < 0.01 (standard errors clustered by dyad)
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impact on fatal conflict (p <0.27).13 Among control variables, joint democracy 
significantly reduces armed conflict, as does a greater advantage in relative capa-
bilities for the challenger state making demands in the claim.

With these similarities in mind, other research reveals that systematic dif-
ferences also emerge in claim management across issues. For river claims, for 
instance, the level of water scarcity in a river basin greatly increases the risk of 
armed conflict over any issue between riparian states (Tir and Stinnett 2012), as 
well as the risk of armed conflict over river claims specifically (Hensel, Mitchell, 
and Sowers 2006; Brochmann and Hensel 2009). On the other hand, formal trea-
ties governing the usage of shared rivers tend to reduce conflict over the rivers 
and increase cooperation between the riparian states (Brochmann and Hensel 
2009, 2011; Tir and Stinnett 2012).

For maritime claims, Nyman (2015) finds that armed conflict has become 
more likely with advances in offshore drilling technology, which has opened 
up the possibility of exploiting previously unreachable resources and increased 
incentives to ensure sovereignty over offshore oil fields. Neither ratification of 
the United Nations Convention on the Law of the Sea (UNCLOS) nor declaring 
exclusive economic zones (EEZs) appears to reduce the risk of armed conflict 
over maritime issues. Membership in UNCLOS, however, reduces the risk of new 
maritime claims and increases third-party management of such claims. Exclusive 
economic zones increase the chances of success in bilateral negotiations over the 
maritime issue (Nemeth et al. 2014).

Finally, the peaceful management and settlement of contentious issues will not 
be emphasized in the present chapter because that topic is covered by Powell and 
Wiegand in chapter 11. One important element that affects peaceful management 
(and perhaps armed conflict), though, is the role of institutionalization in man-
aging each issue. Owsiak and Mitchell (2019), for example, find that territorial 
claims—which are highly salient but are not governed by strong international 
rules or institutions—are managed the most informally, typically through bilat-
eral negotiation or arbitration. Reflecting the existence of the UN Convention on 
Non-navigational Uses of International Watercourses—which offers rules and 
principles for managing river claims, river claims are managed somewhat more 
formally. Note, however, that this convention has not been adopted by many 
relevant states. As a result such claims are managed more often with nonbind-
ing third-party activities such as mediation. Maritime claims are governed by 
UNCLOS, which institutionalizes rules and creates a formal institution to resolve 
maritime questions that could not be resolved otherwise, and which most relevant 
states have adopted. These claims are managed the most formally, often through 
multilateral negotiations and legal processes.

While there are no global institutions to deal with territorial issues that are 
comparable to UNCLOS or the International Watercourses Convention, Zacher 
(2001) has suggested that a norm of territorial integrity has emerged and strength-
ened over the past century under which borders are to be respected and states 
should be unlikely to seek to (and even less likely to succeed) seize territory from 
other states. Zacher reports preliminary evidence to support this suggestion, with 
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successful territorial conquests becoming very rare by the late twentieth century. 
The power and prevalence of this norm has now become a lively debate in the 
literature. On one hand, in line with Zacher, Fazal (2004) notes that cases of state 
death have become far less common since 1945. Frederick, Hensel, and Macau-
lay’s (2017) overview of territorial claims between 1816 and 2001 notes several 
patterns that are consistent with the alleged territorial integrity norm. The number 
of territorial claims per state in the international system is now the lowest that it 
has been since the early nineteenth century as many claims have ended and few 
new claims have arisen to replace them, and fewer territorial claims have been 
militarized in the post–Cold War era (1990–2001) than in any earlier era since 
1816. On a related note, Hensel and Macaulay (2016) find that as the observable 
measures of the territorial integrity norm have strengthened, states sharing ethnic 
groups have been less likely to make irredentist demands for the cession of the 
territory where the shared group lives, and more likely to make identity claims 
demanding better treatment of the group in its current home state, suggesting 
that the territorial integrity norm is modifying the types of demands that states 
make against potential adversaries. On the other hand, Altman (2017, 2020) has 
recently thrown doubt on the existence and relevance of the norm of territorial 
integrity by pointing out that after 1945 states are increasingly likely to grab 
small pieces of territory with fait accompli strategies, thus avoiding full-fledged 
war. Hensel, Allison, and Khanani (2009) attempted to measure the strength of 
the norm quantitatively by coding shared memberships in international treaties 
and institutions that require respect for the territorial integrity of fellow members, 
and found only weak support for the territorial integrity norm with respect to the 
outbreak of militarized disputes over territorial issues.

LOOKING FORWARD

In the past half century the scholarly literature on contentious issues and armed 
conflict has come a long way. Early propositions about general patterns of con-
flict and cooperation were tested with event data, and then advances in data col-
lection allowed the study of issues in armed conflict as well as issue management 
and settlement. Research also advanced from an atheoretical identification of 
issues in event data or wars to comprehensive data sets of territorial claims, and 
then to other issues such as river and maritime claims and now identity claims.

One important direction for future research involves the ever-improving avail-
ability of new data on territory and borders. Geographical Information Systems 
and related technologies have advanced and are starting to be used to good effect. 
Many of the benefits of GIS are limited to recent decades when scholars have 
access to a multitude of data layers that can be used, with far less data available 
for historical analyses. Even if much of the data is limited to a recent time frame, 
though, much can be done to use GIS analysis to understand the salience of 
claimed territories, the exact locations along a border that are likely to be claimed, 
and the exact locations in a claim where armed conflict is most likely to break out.
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For each issue type, more research should be done on the origins of conten-
tion over the issue in question. Up to this point most work has focused on the 
management of issues once they have emerged, whether militarized conflict or 
peaceful management. There are a few exceptions for each type of issue, but more 
systematic work in this area would be very useful.

Future data collection could also extend this research agenda in new direc-
tions. Returning to the typology of issues discussed earlier in this chapter, which 
classifies issues by tangible and intangible salience levels, nobody has collected 
systematic data on any type of issue that has generally low levels of both tan-
gible and intangible salience. This omission makes some sense, as these cases 
are the least likely to produce national security concerns of the type that feature 
in Vasquez’s steps to war model, and issues like this rarely if ever showed up in 
studies of war issues by Luard and Holsti. Data on such issues could nevertheless 
be useful for studies of negotiation and conflict management in order to gain a 
more complete understanding of how issue salience affects the onset and effec-
tiveness of negotiations.

Finally, a different direction for future data collection might involve the col-
lection of data on contentious issues within nation-states. For example, US states 
regularly disagree over the use of shared rivers, and numerous disagreements 
have arisen between Indian states over borders—some of which have actually led 
to the threat or use of violence between local residents. Disagreements between 
units within a single state would appear likely to be managed differently from 
disagreements between sovereign states, where international anarchy leaves no 
sovereign actor above the disagreeing units that might be able to impose a settle-
ment or otherwise direct the management of the issue.

NOTES

 1. Note that they were not yet testing a detailed categorization of issue types that 
should be expected to have specific events on conflict or cooperation.

 2. We present data only from 1816 onward for the sake of consistency with the other 
data sets in the table. Similar results hold if internal wars or earlier time periods are added 
(Vasquez 1993).

 3. Research was still limited to issues that had become militarized, with no collection 
of data on issues outside of armed conflict. This categorization of issues in militarized 
conflict was broadened by Gibler (2017), who disaggregated the COW “territorial” issue 
type into numerous more specific types of territorial issues in armed conflicts.

 4. “Staat ist diejenige menschliche Gemeinschaft, welche innerhalb eines b[es]tim-
mten Gebietes—dies: das ‘Gebiet,’ gehört zum Merkmal—das Monopol legitimer phy-
sischer Gewaltsamkeit für sich (mit Erfolg) beansprucht.” Max Weber, 1926. Politik als 
Beruf, second edition, Muenchen and Leipzig, Von Dunker and Humblot, p. 8.

 5. Herb (1997, 7).
 6. Cerny 1995; Nexon 2009; Scott 2009; Wilson and Donnan 2016; Atzili and  Kadercan 

2017. The process whereby a border creates a new social identity is traced in detail in 
Sahlins 1989.
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 7. For a fascinating example, see Kyle Gardner’s “The Elusive Watershed of Ladakh: 
Explaining India and China’s Missing Border.” https://www.orfonline.org/expert-speak/
elusive-watersheds-ladakh-explaining-india-china-missing-border/.

 8. An important caveat is in order: when nation-states agree on a border, a differ-
ent problem sometimes arises: they do not agree on their citizens. If the state cannot 
legitimately challenge the border, then perhaps it could move unwanted people in order to 
achieve a more homogenous nation.

9. For a discussion of the new concept of border orientation, see Beth A. Simmons and 
Michael Kenwick, “Border Orientation in a Globalizing World: Concept and Measure-
ment,” unpublished manuscript, 2019.

10. Wilson and Donnan 2012.
11. Abbott 1995, 860; emphasis added. See also Nail 2016.
12. Some of the control variables have different effects across the issue types, such as 

only reaching statistical significance for the management of one or two issues but not the 
other(s). Future research could benefit from closer investigation of the reasons for these 
sometimes inconsistent results.

13. This weighting scheme is meant to emphasize the impact of more recent events 
over more distant events. Each event’s impact decays by 10 percent per year, with full 
100 percent weight in the first year after the event occurred and only 10 percent ten years 
afterward.

https://www.orfonline.org/expert-speak/elusive-watersheds-ladakh-explaining-india-china-missing-border/
https://www.orfonline.org/expert-speak/elusive-watersheds-ladakh-explaining-india-china-missing-border/


23

Chapter Two

Dyadic Power Distributions and War
Daniel S. Morey and Kelly M. Kadera

When do states turn to interstate wars to establish a winner and loser in the ubiq-
uitous competition over international affairs? This chapter explores answers that 
rely on the relative distribution of capabilities between states. These answers, 
almost by definition, have realist roots, beginning with arguments proposing that 
preponderance leads to war and advocating for balance of power (BoP) as a path 
to peace. They also include BoP’s chief competitor, power transition (PT) theory, 
and associated arguments about hegemonic stability and the potentially stabiliz-
ing and peaceful benefits of preponderance.

The importance of power distributions goes well beyond the PT-BoP debate 
or questions of polarity and war. Current research uses power (dis)parity as a 
control variable in almost all dyadic studies of war and epoch or era controls to 
represent polarity conditions (e.g., post–Cold War dummy after 1991). Further, 
power and power distributions underlie many leading arguments about the causes 
and consequences of war: capability aggregation in alliances, Boulding’s (1962) 
loss of strength gradient, arms races, deterrence, and war outcomes.1 Understand-
ing the relationship between power distributions and conflict is fundamental to 
understanding war and peace.

In this chapter we advocate for a return to theorizing about power and about 
its causal connections to war and other forms of political violence. Despite more 
than fifty years of research, basic questions regarding power distributions and 
war remain unanswered. Frustrated by a lack of progress brought on by conflict-
ing theoretical camps that often appear to ignore each other and the inability of 
empirical results to crown a champion, most researchers have moved on from 
these questions. However, the stakes are too high to throw up our hands. The 
role of power is too central to the field of international relations to leave it under-
theorized and unresolved.
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In this chapter we discuss the conceptualization and measurement of power, 
compare the theoretical arguments for BoP and PT as explanations of the relation-
ship between power distributions and conflict at both the dyadic and systemic 
levels of analysis, examine the state of the empirical evidence, and make recom-
mendations for future scholarship on power distributions and conflict.

DEFINING AND MEASURING POWER

Dahl (1957) proposed one of the most intuitively appealing definitions of power: 
“A gets B to do what B otherwise would not do.” Dahl’s definition underscores 
the inherently relational feature of power. It makes little sense to say A is power-
ful because power does not exist in a vacuum. Instead, A is powerful vis-à-vis 
B. Dahl’s definition also emphasizes another dimension of power: its presence 
should be noted in comparison to what would happen when it is not exerted. In a 
sense, Dahl asks us to observe what would happen in the absence of A’s efforts, 
which might prove to be an elusive task in global politics.

Dahl also developed a measure of power that he used to assess a legislator’s 
ability to pass a bill. It assessed the bill’s likelihood of passage with or without 
that legislator’s sponsorship, leveraging the empirical frequencies of sponsor-
ship and bill passage. Scholars of international politics could use a measure of 
power that similarly compares the “otherwise” condition to what happens when 
A exerts effort. We don’t yet have a way to measure what state B would do in 
the absence of A’s efforts. What would B do, for example, in the absence of a 
material capabilities advantage of a rival, A? Effectively, we just use controls 
by putting A and B in an analysis set with lots of other dyads and include many 
other explanatory variables. But a more conceptually linked measure would be 
able to directly compare cases where A exerts some effort to control B with those 
in which it does not.2

Morgenthau (1978) offers one of the deepest treatments of the elements of 
national power. He identifies nine primary components of power: geography, 
natural resources, industrial capacity, military preparedness, population, national 
character, national morale, quality of diplomacy, and quality of government. 
Many categories include subcategories for consideration. Morgenthau’s expan-
sive views on power cover traditional ideas on power such as the size of the 
military, but also includes nonmaterial ideas such as diplomacy and quality of 
government. In fact, Morgenthau stresses the idea that qualitative factors such as 
morality and character play an important role in determining state power. Mor-
genthau also sought to understand the interrelationships between different factors 
of power. For instance, he examines the importance of population as a latent 
source of power. Large populations allow states to field large fighting forces and 
build the economic infrastructure to support a modern army. A large population 
could also drain state power if a state lacks the resources to provide for the mili-
tary and the general population. In sum, Morgenthau provides a more complex 
picture of power than we would expect of most classic realists.
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Approaches to measuring state power have primarily leveraged gross domestic 
product (GDP) and the Correlates of War (COW) project’s aptly named Compos-
ite Indicator of National Capability (CINC). While Organski and Kugler (1980) 
favored GDP, subsequent scholars have leaned toward the CINC score. Gibler 
(2017a, 22), citing Singer, Bremer, and Stuckey (1972), claims that CINC is “a 
measure we have used for more than forty years,” and we find more than 6,000 
GoogleScholar results for “CINC score” in research published since 2000. De 
Soysa, Oneal, and Park (1997) use both GDP and CINC scores to test the com-
parative performance in predicting.

The CINC score combines six components of state capability to create a single 
state-year measure of capability. The measure allows scholars to compare both 
across states and across time for the same state. The six components include two 
military measures, two economic measures, and two demographic measures. To 
capture military strength, CINC uses the total number of military personnel and 
the amount of military spending. Economic strength is measured using iron and 
steel production and energy consumption. Finally, demographic strength is a 
combination of a state’s total population and its urban population. The total for 
each of the six categories is summed for all states for each year. An individual 
state’s total for each category is then divided by the world total—this determines 
the share of each category a state possesses. The final CINC score for each state-
year is the average across the six categories. In the end CINC represents the av-
erage system share of the material capabilities of a state. With its heavy military 
spending and large economy, the United States’ CINC score was 0.139 in 2012 
(the last data currently available). By comparison China’s score was 0.218, fueled 
by its large population and economic growth.

While CINC has gained wide popularity, it faces some technical and con-
ceptual drawbacks. First, if any component has missing data, that component 
normally gets excluded from a state’s overall average score for the year in which 
the data are missing. Thus, the score can represent the average across the six cat-
egories or across a subset of only two or three categories. Second, and relatedly, 
CINC scores are sensitive to which states are included in the group of referent 
states, which can artificially change a state’s score or a dyad’s balance (Kadera 
and Sorokin 2004). Third, we need to ask whether the same dimensions should 
be included for every year, given that CINC aims to be comparable across time. 
Should we measure a state’s power level the same way today as we do for the 
year 1816? For example, iron and steel production may be an outdated indicator 
of productivity in the service and information age, leading to a feeling that CINC 
cannot adapt to contemporary understandings of power. This is especially true 
in the area of technology, which is excluded from the CINC score. Advances in 
military technology have allowed smaller military forces to exert strength on the 
battlefield that far exceeds the number of troops.

While the CINC score has gained dominance within conflict studies, some 
have used other indicators of national power. Various measurement schemes 
have employed as few as two and up to twenty different variables. Research-
ers have also employed linear and nonlinear formulas to translate power inputs 
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into measures of state power (see Merritt and Zinnes 1988). Despite differences 
in inputs and functional forms, the measurement schemes all correlate highly, 
especially when measuring the strength of the most powerful states (Merritt and 
Zinnes 1988, 26).

One critique of the CINC score focuses on its exclusively material view of 
capabilities and how and whether these translate into state power. Arendt (1958) 
proposed a view of power built upon the idea of cooperation. In order to have 
power, people must learn to work together. Power thus belongs to the group, not 
to a specific leader, and the group maintains power only as long as its members 
continue to work together. Here material capabilities are only a starting point to 
power; the ability of the group members to work together determines their final 
level of power. This view of power fits nicely with emerging views on the power 
of states fighting as coalitions that can equal more or less than the sum of the parts 
based on the ability of the members to coordinate and function together (Morey 
2016, Forthcoming).

Another weakness of the CINC score is that it only measures power held by 
states. Goddard and Nexon (2016) argue that non-state actors, especially collec-
tives of individuals, can mobilize themselves and nonmilitary elements of power 
(e.g., cultural, symbolic, and diplomatic) to alter outcomes.

Power can also come in the form of ideas, which remain unmeasured by CINC. 
Nye (2005) highlights the importance of soft power (e.g., cultural attraction, 
ideology). By using soft power, a state can get others to want the same things 
and achieve its desired outcome without resorting to military force (hard power). 
Ideas also create limits on state action by making certain actions illegitimate, 
such as the taboo against the first use of nuclear weapons (Tannenwald 1999).

Finally, power measures emphasizing material capabilities do not account 
for the power of relational networks (Hafner-Burton, Kahler, and Montgomery 
2009; Cranmer, Desmarais, and Menninga 2012; Akcinaroglu and Radziszewski 
2017) or the perceptions of status that can better establish systemic polarity 
properties (Zala 2017).

PREPONDERANCE VERSUS PARITY

Research at the dyadic level of analysis has focused on the BoP versus PT 
debate. These two theories make opposite assumptions and contradictory pre-
dictions (Kadera 1999, 2001), yet fifty-plus years of research has failed to 
adjudicate between them. One reason for this is that as research in this area has 
evolved, it has become clearer that these two opposing arguments may in fact 
be presenting the extreme ends of the same story and they both may be correct 
within a limited range.

Arguments that parity creates stability come in various forms and at different 
levels of analysis. However, they all share at their core the idea that an equilib-
rium, in terms of power, is necessary to avoid one state gaining ascendancy and 
eroding the weaker states’ rights and eventually destroying them (Morgenthau 
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1978, 175). The goal is to create an environment where states generally survive 
(Morgenthau 1978) and where violence is limited (Waltz 1964). Drawing on 
the central tenets of realism, most theories of parity take a dim view of anarchy 
and assume states must defend themselves if they are to survive. In the end the 
best way to achieve this is through creating a BoP. This perspective on parity 
and peace has a long lineage starting with Thucydides (1972) and continuing in 
various forms in works by Waltz (1964), Morgenthau (1978), Walt (1987), and 
Mearsheimer (2001), to name a few.

DYADIC PARITY AND PEACE

Morgenthau (1978) articulates the classic version of balancing at the dyadic level. 
He argues that two patterns of balancing among states provide protection for all 
states. First, when two states engage in a rivalry to control each other they will 
directly resist each other. Each side matches power gains by the other in a con-
tinual process over time. Through this process the two sides in the rivalry sustain 
a dynamic equilibrium of power between them. Each state is getting stronger; 
however, the relative power of the two states remains balanced. This process ends 
when the states change their goals, the weaker state yields, or war determines a 
winner. The balance is precarious and in constant need of maintenance; states can 
never have final security and they must be ready to match the moves of their op-
ponent. However, as long as the balance is maintained each state will remain free. 
While direct competition keeps strong states free from domination, the need to 
balance also protects the freedom of weaker states. If one state seeks to dominate 
a third state, the other state in the competition must aid the third state in order to 
maintain the power balance between the original competitors. As with the pattern 
of direct competition, the process repeats over time with an increasing investment 
in resources from both states. From this process both of the primary states remain 
balanced and the third state remains free from domination. In the end BoP rests 
on the idea that uncertainty maintains peace. Under a BoP neither state can gain 
a measureable power advantage. Under this condition neither state can be certain 
of victory and equality in power reduces the odds of victory to a coin flip. Given 
this uncertainty over who will win each state is cautious and peace is preserved 
(Filson and Werner 2002, 2004; Reiter 2003).

How states maintain the BoP is complicated and often misunderstood. The tra-
ditional focus is on states balancing the scales through adding to their own power. 
The study of how states do this has created a niche literature on the arms versus 
allies debate. A state can respond to a rising competitor by either expanding its 
own military forces (internal balancing) or seeking allies against its challenger 
(external balancing). The decision is not easy and depends on different circum-
stances. In the end arming takes time and resources, but the state maintains con-
trol over the tools of its own security. Allies provide a fast method of augmenting 
power, but one has to question if an ally will honor its agreements (Mearsheimer 
2001; Leeds and Savun 2007).
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The other approach to balancing is to reduce an opponent’s power; balance is 
created by lightening the other side of the scale. The primary tool here is war. 
States will engage in conflict to reduce their opponents’ level of power and ensure 
they cannot gain dominance (Kadera 2001; Mearsheimer 2001; Levy 2004). This 
is an important point as BoP predicts conflict as a potential outcome if the bal-
ance starts to shift. The results of the conflict should be to restore the balance and 
maintain stability. Allen and Martinez Machain (2018) highlight force-specific 
conflictual consequences that emerge when a balance breaks down. They find 
that in international crises, power-preponderant states are “more likely to use air 
power instead of ground troops in a conflict” (157), and when facing high-sa-
lience threats, strong states are in fact “willing to utilize ground troops alongside 
air power” (159), suggesting that preponderant states liberally use impressive 
levels of force to resolve disputes. Taking a different approach, Kadera and Mo-
rey’s (2008) dynamic model incorporates three different types of conflicts: coun-
terforce, industrial competition, or peaceful competition (cold war). Their model 
thus suggests power relationships can determine the type of conflict, provides an 
alternative logic for why weaker states fight, and demonstrates how the type of 
conflict can affect power distribution dynamics.

Classic versions of BoP theory assumed that states gaining power would be 
seen as threatening and create pressure for counterbalancing. However, cases of 
powerful states not facing a counterbalance led to refinements of the basic theory. 
Walt (1987) argued that states do not blindly balance power; instead, they balance 
against threats. Power is certainly a part of threat, but so are intentions. States 
that were powerful but lacked hostile intent would not be seen as threatening and 
therefore would not require balancing. In a similar vein, Levy (2004) contends 
that states balance against land power and not against sea power. This is a refine-
ment of the idea of threat as land powers have the ability to occupy territory and 
threaten the existence of states. Sea powers lack the ability to take and hold land, 
so they are less threatening.3

The lack of balancing against the United States has forced an expansion in 
balancing theorizing. Paul (2005b, 2018) claims that states are using “soft balanc-
ing” against the United States. Soft balancing is when states “develop diplomatic 
coalitions or ententes with one another to balance a powerful state” (Paul 2005b, 
58). Working through diplomacy and international institutions, states constrain 
the powerful, potentially threatening state without directly resorting to formal 
alliances of military conflict. The powerful state cannot achieve its goals and 
is denied the fruits of its dominant position. The soft balancing argument keeps 
the motivation of states to avoid domination, but changes the tools of balancing.

SYSTEMIC PARITY AND PEACE

Taking a different approach, several systemic theories also argue that parity cre-
ates peace. Early theories of conflict, heavily influenced by Waltz (1964), focused 
on systemic conditions of war and peace. The primary focus of these studies was 
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the polarity of the system. Scholars primarily emphasize the number of major 
powers in the system when conceptualizing polarity (Deutsch and Singer 1964; 
Waltz 1964; Wohlforth 1999). However, others envision polarity as the number 
of blocs in the system (Wayman 1984). Logics propose that the level of global 
conflict rises or falls as the number of global power centers shifts.

Deutsch and Singer (1964, 390–91) argue that the international system will be 
more stable under multipolarity. They see stability as a world with no large-scale 
wars, with a low probability of limited wars, with most states continuing to sur-
vive, and with no single state rising to dominance.

According to Deutsch and Singer, two primary factors produce peace under 
multipolarity. First, as the number of actors increases, so do the opportunities to 
interact. In these interactions states will not firmly align with others: sometimes 
they will side with another state and other times they will disagree. The pattern 
of agreement and disagreement creates cross-cutting pressures between states. 
States will avoid being too conflictual with others on issues on which they dis-
agree in order to maintain a working relationship for issues upon which they do 
agree. Second, Deutsch and Singer argue that as the number of actors increases, 
the amount of attention each state can focus on another actor decreases. As a 
result, states cannot devote time and energy to escalating hostilities. While these 
two processes form Deutsch and Singer’s core argument, the underlying driver 
of both is the systemic BoP. Furthermore, they state that in a multipolar system, 
states realign to balance out any rising state. With a large number of poles, states 
can readily realign to achieve a new balance. Peace is secured through the power 
balance and the uncertainty it creates for states.

Interestingly, despite arguing that multipolarity is stable, Deutsch and Singer 
(1964, 405) do not believe it is durable. It is prone to breaking down and unable 
to last for the long term. Drawing on the case of Prussia’s unchecked rise in 1864, 
Goddard (2009) suggests a particular mechanism by which a multipolar system 
shifts to a more polarized one: a rising state might use legitimation strategies to 
justify its expansion and stave off balancing coalitions from forming against it, 
much like a rising challenger co-opts the hegemon in PT scenarios.

Waltz (1964) begins by arguing that stability is best defined as peaceful ad-
justments (limited violence) and durability (the system’s ability to remain in the 
same state). He contends that bipolarity, or a system with two large powers that 
are roughly balanced with a clear preponderance over other states, is the most 
stable. Like Deutsch and Singer (1964) he focuses on the role of uncertainty, but 
forms a much different theoretical argument.4 For Waltz, two superpowers rein-
force an existing bipolarity as they contest each other globally (no peripheries) 
and across issues (e.g., economics and education), so that neither state can gain 
an advantage. Unlike under multipolarity, one state gaining in any area becomes 
obvious to the other that has fallen behind. This zero-sum situation motivates 
each side to keep up and maintain the balance. Further, the superpowers engage in 
recurring crises, demonstrating their willingness to resist each other. Knowing the 
other side will resist tempers each superpower’s level of threats, helping to avoid 
full-scale war. Crisis involvement makes each side credible, and that credibility 
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makes both poles cautious. Each of the bipolar states is so powerful it can absorb 
changes in the BoP without resorting to war. Small gains for one side or the other 
do not mean the other has lost its security. Because of sheer size, each state can 
absorb small shifts without turning to military conflict. In the end the certainty of 
meeting resistance and the uncertainty of the outcome of a war create a precarious 
peace where crisis is constant, but war is avoided. The system is durable because 
each of the leading states is so strong there is little hope of other states catching 
up and shifting the system to multipolarity.

DYADIC PREPONDERANCE AND PEACE

As with theories connecting parity with peace and stability, arguments that peace 
is best preserved through one state holding a preponderance of power come in 
many forms. The theories propose a series of assumptions that go beyond the 
basic idea that an imbalance of power maintains peace.

Organski (1958), breaking from classical realism, assumed that order exists 
within the international system. States are arranged in a hierarchy based upon 
their power. At the top is the system leader, the unquestionably most powerful 
state in the system. In the next level are the challengers. Contenders are strong 
states that cannot directly rival the system leader but are close enough in power 
that with time, they could challenge the hegemon. Below the contenders come the 
major powers, followed by all of the other states. The hegemon determines the 
rules of the international system, which it structures to benefit itself. States’ level 
of satisfaction with the hegemon’s rules further divides states. Some contenders 
are satisfied with the system and seek to maintain it, but the dissatisfied contend-
ers wish to alter the system to their advantage. War becomes likely in the presence 
of states that are both strong and dissatisfied. Organski envisioned a world with 
states all growing at different rates. States start by growing very slowly, then 
move into a transitional S-shaped growth phase where economic development 
accelerates, and finally the rate of growth declines as the state reaches maturity. 
Since different states grow at different rates and they start at different levels of 
initial development, the outcome is a mix of states growing at various rates. 
While a power hierarchy characterizes international politics, that hierarchy is 
unstable. Over time states rise or fall within the hierarchy as their rate of growth 
changes. Thus power transitions occur when a state from the challengers closes 
the gap with the system leader.

The second core part of PT, satisfaction, has proven harder to define and the 
lack of clarity has been criticized as a weakness within PT (see DiCicco and 
Levy 1999).5 Organski (1958) conceptualized that states will be dissatisfied when 
they do not have an adequate share of the system’s resources, but this defines 
satisfaction in a way that overlaps with capabilities, rather than creating a distinct 
conceptualization. Lemke and Werner (1996) use military buildups to measure 
dissatisfaction: quick rises in military capabilities signal a state is unhappy and 
wishes to change the current distribution of resources. Another approach leverages 
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alliance portfolios: the more a state shares similar alliances with the system leader, 
the greater its satisfaction (Kim 1991; Lemke and Reed 1996). Both approaches 
have been criticized because neither discusses the sources of dissatisfaction or 
measures it directly (Danilovic and Clare 2007). Lemke and Reed (2001) argue 
that regime type indicates satisfaction and states with similar regime types share 
interests with the system leader. Danilovic and Clare (2007, 292–93) claim that 
states define their interests in terms of influence within certain regions and that 
“dissatisfaction arises if two or more major powers clash over their influence in 
the same regional area.” This argument provides a direct source and measure for 
dissatisfaction. Sample (2018b) develops a multilevel argument for satisfaction 
that incorporates the level of satisfaction with the system overall and the distribu-
tion of benefits within the dyad.

Lemke and Werner (1996) expand the scope of PT by describing a series of 
regional hierarchies as well as one global hierarchy. The power transition process 
that operates globally also operates within each regional hierarchy. When a dis-
satisfied regional challenger reaches parity with a regional hegemon, it will initi-
ate a conflict to establish regional dominance. Eventually the logic was applied to 
any dyadic BoP. Thus the logic of PT could be expanded to explain a larger num-
ber of wars between a diverse number of states, and measures of parity are now 
a standard control variable in most models of war (Geller 2000; Gibler 2017a).

SATISFACTION AND PHOENIXES IN PREPONDERANCE  
AND PEACE

Several scholars examine nuances of PT theory and offer important extensions. 
Organski (1958) originally postulated that challengers initiate wars against the 
hegemon because they are dissatisfied with the hegemon’s regime and want to 
establish their own and are finally strong enough to do it. If the joint occurrence 
of dissatisfaction and power transition predicts wars, then removal of either con-
dition should help states avoid wars. Some analysts (e.g., Papayoanou 1997) have 
argued that China’s contemporary rise in military and economic power should not 
worry the United States as long as it co-opts China by engaging it in the rewards 
of economic interdependence and free trade. Bussmann and Oneal (2007) exam-
ine whether hegemons do take a satisfaction approach by providing private goods 
and find that while the dominant state’s allies have improved chances of winning 
defensive wars, they do not appear to be protected from aggression and do not 
enjoy economic growth benefits. These findings question the universality of PT’s 
core assumption about what motivates states to fight.

For similar reasons, some scholars have attempted to measure dissatisfac-
tion and use it with power parity to predict dyadic war initiation. De Soysa et 
al. (1997) argue that power is a proxy for satisfaction, meaning no separate 
measure is needed. But Lemke and Reed (1998) contend that Organski (1958) 
clearly intended for the two concepts to be distinct, pointing out that some states 
prosper despite the hegemon’s regime while others prosper because of it, lead-
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ing to a mix of dissatisfied and satisfied potential challengers. Sample (2018b) 
successfully tests her theory positing that dyadic conflicts over territory generate 
dissatisfied potential challengers whereas systemic wealth generation produces 
satisfied potential challengers. She contends that growth in wealth distinguishes 
satisfaction from power. At the system level satisfaction is about a state’s position 
in and preferences for the dominant state’s regime. At the dyadic level, Sample 
(2018b) says that satisfaction is about how each state is positioned globally and 
about the uncertainty of the dyadic relationship and whether the two states have 
a history of conflict.

A second extension questions the impact of war on power levels. Both BoP 
and PT see direct conflict as a means of altering the power balance between 
states. Research found that the power levels of war winners (and states that did 
participate) are only marginally different than what we would expect had the war 
not occurred (Organski and Kugler 1977). Further, Organski and Kugler found 
that defeated states tend to have accelerated growth rates after the war, like the 
mythical phoenix rising from the ashes. After about fifteen to twenty years power 
distributions return to what they were prior to the war. In essence, war causes 
only short-term alterations in power growth and overall power levels.

If true, this finding calls into question the motivation driving both PT and 
BoP. In both theories states use war to alter the power balance. But if war has no 
appreciable impact on long-term power balances, what motivates states to fight? 
Many answers are possible; leaders may misunderstand the true impact of war 
or short-term benefits may be what they seek (this would be partially consistent 
with PT’s explanation that the rising state uses war to speed a transition). It may 
also be the case that altering the power balance is not the goal and that the shifting 
power between states creates or intensifies bargaining problems that eventually 
lead to war (Fearon 1995).

SYSTEMIC PREPONDERANCE AND PEACE

Hegemonic stability theory has many similarities with PT but proposes a differ-
ent theoretical process. Hegemonic stability theory (Modelski 1987; Gilpin 1988; 
Modelski and Thompson 1988) sees a dominant state, the hegemon, as the key to 
global peace. The hegemon emerges from a global war that determines the new 
system leader (hegemon) and a new stable hierarchy is formed. Over time this 
hierarchy erodes either through the rise of new global issues that call into ques-
tion the hegemon’s ability to lead or through the rise of new challengers via a 
process similar to what Organski (1958) described. Eventually the system breaks 
down into competing sides, resulting in another global war and the determination 
of the new hegemon. In between the cycles of hegemonic war, the hegemon rules 
over a peaceful system and its leadership role ensures general levels of peace.

Taking a polarity approach, Wohlforth (1999, 7–8) argues that the most stable 
system is where there is one leading state, or unipolarity. He defines stability 
similar to Waltz (1964) as prone to peace and durability. The presence of one 
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clearly dominant state generates peace through certainty of outcome similar to 
PT. No other state is strong enough to defeat or even to compete with the lead-
ing state. Absent any hope of victory, no state risks war with the unipolar power 
and instead bandwagons. The presence of a unipolar power also reduces pressure 
on the other system members as it eases the pressures of the security dilemma. 
If another state begins to rise in power other states do not have to fear or take 
countermeasures. If war comes the unipole will essentially determine the winner 
of any war by choosing a side. Once the leading state takes a side the other state 
has no hope of victory. Shifts in the BoP are thus no longer threatening as states 
enjoy the safety the unipolar power provides. In the end, certainty of outcome 
maintains the peace systemwide.

Kadera, Crescenzi, and Shannon (2003, 240) break with past research and 
argue that who holds power internationally matters. Building a dynamic model 
of democratic peace at the system level, they contend that as the strength of the 
democratic community increases, democratic states are more likely to survive 
and the negative effects of conflict on democratic survival decreases. Here the 
focus is not on poles or power concentration, but on who holds power. Thus the 
system is reconceptualized away from realist notions to focus on international 
communities of states. Further, Kadera et al. (241–42) redefine power as the 
strength of a democratic community measured by interacting how much military 
power democratic states possess, the number of democracies in the system, and 
the intensity of the democratic regimes. In the end power is more than raw mili-
tary power; it is at least partially determined by ideas and by how strongly a state 
holds an idea.

Goh (2013) also advances the systemic preponderance research agenda, argu-
ing that hegemony maintains peace not through material capabilities alone, but by 
leveraging social relationships. She focuses on the United States’ continuing he-
gemony in East Asia, maintained by co-opting a rising China and other regional 
states by renegotiating the international order along the way.

SUMMARIZING PARITY AND PREPONDERANCE

From these different perspectives theories of preponderance and parity come to 
very different conclusions (Table 2.1). First, theories of parity are based on the 
idea that balance creates peace while theories of preponderance side with the view 
of power imbalance as peaceful. Further, parity theories vary in hypothesizing 
whether the weaker or stronger state will attack, with BoP being the clearest in 
predicting that the stronger state poses the threat. Power transition theory sees the 
weaker state initiating a conflict before the transition in order to speed the transi-
tion and gain dominance faster. From these viewpoints policymakers interested in 
maintaining peace are given clashing recommendations. Balance of power theory 
emphasizes states investing national resources to ensure the balance is kept. Power 
transition theory does not believe states have much control over growth rates, at 
least in the long run, so the focus is on satisfying a rising challenger.
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EMPIRICAL EVALUATIONS OF PARITY, PREPONDERANCE, 
AND PEACE

Despite the different assumptions and conclusions, it has been difficult to adju-
dicate empirically between PT and BoP. Organski and Kugler bemoan the stub-
bornness of the data to provide a conclusive answer. Looking at all major power 
and contender dyads, Organski and Kugler (1980) find support for both BoP and 
PT. Overall, they find that a system that includes equal and overtaking states is 
in the most likely condition to spawn war. Using a wider sample, Houweling and 
Siccama (1988) find essentially the same thing. Power transitions among great 
powers are dangerous, but preponderance or stable balances are peaceful. Geller 
(2000) reviews the empirical evidence regarding parity and war and finds two 
works that support or partially support BoP compared to nine studies that find 
support for PT. Geller goes further and reviews the literature on the rate of change 
and the probability of conflict. Here the evidence was again mixed, with studies 
finding support for and against the proposition that rate of change may drive war 
onset. Geller finds that the weight of the evidence supports PT: “The analysis 
indicates a growing and cumulative body of evidence pointing to the salience of 
both static and dynamic capability balances for the occurrence and initiation of 
militarized disputes and warfare” (268).

Empirical work since 2000 has continued in the same inconclusive pattern, 
but may have shifted the argument somewhat back toward BoP. Sweeney (2003) 
studies dispute severity instead of onset and finds that when a dyad has dissimilar 
interests, parity is associated with less severe conflicts. Alsharabati and Kugler 
(2008) introduce a formal model of PT in order to provide a coherent theory 
bringing together many disparate parts of the PT research agenda. Empirically the 
novel contribution is the finding that the further you are from a transition in time, 
the more the probability of war declines. So transitions are dangerous, and the 
closer you are to one, the greater the probability of war. Gibler challenges many 
past studies finding that most of the parity and war relationship can be accounted 
for by a few outliers. By eliminating three rivalry outliers (United States-Russia, 

Table 2.1. A Summary Comparison of BoP and PT Logics

BoP Theory PT Theory

When is war most likely? Inequality Equality
Which state is most 
conflictual?

Stronger Rising (Weaker)

Who wins? Stronger Challenger (Weaker)
How to win Have strongest military Prevent challenger from 

gaining too much strength
OR
Satisfy challengers through 
policy concessions

How to avoid conflict Maintain power balance Maintain power 
preponderance, satisfaction
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China-Russia, and North Korea-South Korea) or removing small island nations 
with little opportunity for conflict, the effect of parity on conflict disappears sta-
tistically. Looking exclusively at interstate war Gibler (2017a, 35) finds twelve 
cases of war between roughly equal powers compared to twenty-nine wars where 
one side had a power preponderance. Finally, while not directly addressing the 
PT-BoP debate, work by Bell and Johnson (2015) recasts the debate by focusing 
on future power shifts. Using a rationalist frame, Bell and Johnson argue that 
states worry about the state of future power relations instead of maintaining an 
exclusive focus on current power levels. Dyads that expect a large future shift 
in power balances suffer from commitment problems and cannot reach peaceful 
settlements. Facing a continuing deterioration in the power balances, a dominant 
state is more likely to launch a preventive strike knowing it will face future de-
mands from a challenger once the challenger is stronger.

Overall, empirical tests of preponderance versus parity have proven inconclu-
sive, either supporting none of these arguments (see Bueno de Mesquita 1978) 
or providing support for one perspective without necessarily ruling the other out.

One reason for the confusing state of findings regarding power parity and 
preponderance is that past research has largely not taken into account the role 
that research design plays in reported findings. Specifically, the decisions of 
how to measure the concept of power ratio and how to structure the sample have 
 important implications. First, the existing literature presents a number of different 
ways the power ratio has been operationalized. The most basic form is to divide 
one state’s power by another; however, even this simple form shows disagree-
ment with some studies dividing the weaker by the stronger (to create a variable 
ranging between 0 and 1), while other works divide the strong state’s power level 
by the weaker state’s level (creating a measure with a minimum of 1). A second 
group divides one state’s power level by the total power level within the dyad. 
Again, studies are split on if the stronger or weaker state goes in the numerator. A 
third approach is to take the natural log of one of the measures already mentioned 
and use that as the measure of the power ratio. When using a directed-dyad de-
sign the same patterns repeat but with the referent state always in the numerator 
and the denominator being either the power ratio of the other state in the direct 
dyad or the sum of both states’ power levels. The same pattern appears in some 
works employing the natural log of these values. This plethora of measurement 
schemes makes comparison, and thus cumulative knowledge, very difficult. The 
problem is made worse by the fact that few scholars explicitly discuss why they 
adopt one measure over another or consider how it relates back to the theoretical 
proposition under examination.

A second issue is the choice of dependent variable. Reed (2000) finds that 
power parity is positively associated with the onset of militarized interstate dis-
putes (MIDs), but reduces the odds of escalation to war when modeled jointly. 
Thus, the relationship between parity and conflict depends on how one conceptu-
alizes conflict (initiation or escalation).

The third issue is whether to use a dyad or directed-dyad research design. 
The majority of studies use dyads, as has been the norm in conflict studies for a 
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 number of years. However, a number of studies test PT/BoP using directed dyads. 
This is an important consideration that has not received enough attention, espe-
cially since PT and BoP not only predict when a dyad should experience conflict 
but also predict who should initiate it. The dyadic design has clear limitations 
when it comes to answering questions of initiation. The issue of sample con-
struction also adds to the confusion of the current state of the evidence.  Using a 
comparable measure of power ratio, we draw opposite conclusions when looking 
at dyads or directed dyads.6 Table 2.2 demonstrates this using a standard model 
of conflict.

In Table 2.2 we report results for two different probit models. In column 1 the 
sample is relevant direct dyads while in column 2 the sample is relevant dyads. 
The dependent variable is MID initiation. For the dyadic analysis, the power ratio 
equals the stronger state’s CINC score divided by the sum of the two states’ CINC 
scores. To aid in comparison, the same procedure is used to measure the power 
ratio for directed dyads only. State 1’s (the referent state) CINC score is always in 
the numerator. In both of these calculations a score of 0.5 represents a dyad where 
states are equal in power. The further the score is from 0.5, the more asymmetric 
the power relationship.7 The control variables are standard to conflict models and 
represent dyadic traits that do not vary between dyads or directed dyads, keeping 
the models as similar as possible.

Table 2.2.  Power Ratio and MIDs: Dyads versus Directed Dyads

(1) (2)
Directed Dyads Dyads

Capability Ratio 0.2300*** −0.9223***
(0.0001) (0.0001)

Major Power Dyad 0.5763*** 0.4412***
(0.0001) (0.0001)

Joint Democracy −0.2931*** −0.3527***
(0.0001) (0.0001)

Allies −0.1656*** −0.2076***
(0.0002) (0.0002)

Shared Border 0.6471*** 0.5826***
(0.0001) (0.0001)

Year 0.0019*** 0.0019***
(0.0001) (0.0001)

Constant −6.2823*** −5.0490***
(0.0001) (0.0001)

Observations 163,110 81,555
log likelihood −10,396 −8,677

The dependent variable in Model 1 is Initiate; in Model 2 it is Occurrence.
The sample is politically relevant dyads.
*** p < 0.01 ** p < 0.05 * p < 0.1 (two-tailed), p-values reported
Errors are clustered by dyad or direct dyad.



 Dyadic Power Distributions and War 37

In both models the capability ratio is significant at the 0.0001 level; however, 
the signs on the coefficients reverse. When looking at directed dyads the prob-
ability of a state initiating a MID increases in relation to its power advantage. 
This would appear to support BoP since conflict is more likely when states are 
unequal and grows in probability as the difference increases. However, in the 
sample of dyads we would draw the opposite conclusion and find support for PT. 
As the stronger state increases its advantage, the probability of a MID occurring 
decreases. The simple design choice between dyads and directed dyads changes 
the inferences we draw and shifts support from one theory to the other. The fact 
that most studies in the PT-BoP debate use a dyadic design partially explains why 
past reviews of the literature find a preponderance of the evidence supporting PT. 
However, this appears to be based less on true scientific evidence and more on 
the early popularity of dyadic research designs.

Examining empirical patterns at the systemic level, Mansfield (1992) argues 
that the level of concentration of power within the system determines the levels 
of systemic conflict. Connecting pieces from Waltz (1964) and Deutsch and 
Singer (1964), Mansfield argues that power concentration and war exhibit a 
non-monotonic relationship with an inverted-U shape: high and low levels of 
concentration experience low levels of war, and mid ranges experience high lev-
els of war. When power concentration is low many potential counter coalitions 
can form to oppose an aggressive state, and the benefit of fighting would be low 
as capturing a small state would not greatly alter the power level. When power 
concentration is high powerful states must check each other, and the gain from 
defeating a smaller state would not greatly alter the power balance. However, in 
the middle range fewer counterbalancing coalitions can form and no strong states 
are available to oppose rising powers. Mansfield finds empirical support for the 
inverted-U hypothesis and that large changes in power concentration are more 
war prone.

Resolving these issues is beyond the scope of this chapter; however, a few con-
clusions are clear. First, careful thought needs to be directed toward the best way 
to measure the capability ratio between states. The variety of different measures 
and methods makes it difficult to compare across studies and develop a true sense 
regarding the state of the literature. Simply adopting the “standard” approach 
can no longer be considered sufficient justification for employing one scheme 
over the others. Researchers must carefully consider the options and defend their 
choices. Second, the same careful examination process must occur when select-
ing the sample for a research design. Relying on dyads because that is what has 
been done in the past is insufficient. The justification of sample in relation to 
theory needs to take on greater importance when testing between BoP and PT.

Motivated by the contradictory evidence favoring both BoP and PT, Kadera 
(1999, 2001) created a model incorporating both theories into a general model of 
power and conflict. Using a system of differential equations, she drew elements 
from each theory to model the relationship between power and conflict. Results 
from the model indicate three different types of power transitions, each with its 
own conflict dynamics. In the first type the challenger surpasses the dominant 
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state as envisioned by Organski (1958). In the second type the challenger rises 
close, but is unable to complete a transition. Finally, in some cases a transition 
occurs, but the rising state cannot maintain its position and is in turn passed by 
the dominant state (a double transition). The model also finds that the conflict 
levels between the two states will become coupled; in other words, each state will 
mirror the conflict level of the other. Instead of a clear initiator as the BoP and 
PT theories predict, Kadera’s model expects that each state builds in their level 
of conflict directed at the other. Finally, in many cases the winner of a transition 
is not the most conflictual state. In the end the lack of clear empirical results may 
be an issue of needing better theory that can explain the seeming contradiction in 
the data. As Kadera shows, this can also lead to novel insights found in neither 
BoP nor PT.

WHAT WE NEED TO KNOW

Several avenues for future research on the relationship between power distribu-
tions and war emerge from this review.

First, we lack a clear theory for the functional form of the relationship between 
(dis)parity and war propensity. Most statistical tests of power and war assume that 
war becomes monotonically more likely as power shifts away or toward a certain 
point (balance or preponderance). This does not fit with a close reading of the 
major theories. Power transition theory says war becomes more likely as the dis-
satisfied state approaches parity, while balance of power theory predicts conflict 
as one state gains an advantage. This is different than saying the probability of 
war increases the closer a challenger gets to the zone of parity or dominance. A 
weak state may gain power relative to the leader but remain well short of parity; 
in this case the power shift should have little or no impact on the probability of 
war. However, once a state reaches rough parity with the leader, a small increase 
in relative power could have a major impact on the probability of war (see also 
Hegre 2008). The same logic applies to balanced dyads. This mode of testing also 
assumes that the change in the probability of conflict continues to change in the 
same direction and at the same rate as power balances continue to shift. In the 
case of a balanced dyad, as one state gains dominance war becomes more likely 
and the probability of conflict continues to increase as the dominant state gains 
an ever-larger power balance. This is unlikely as at some point the now dominant 
state would possess such a large power advantage that the probability of war 
would start to decline. Future work needs to take these dynamics into account 
and either build linear theories of power and war or adopt a nonlinear approach.

Second, an integrative or noncompetitive view of BoP and PT theories sug-
gests two peaceful conditions, not one. Preponderance is peaceful, and so is a 
stable balance. In Organski and Kugler’s book (1977) the “equal, no overtaking” 
condition rarely led to war. Similar results are obtained in de Soysa et al. (1997). 
However, most empirical studies of war only measure and include preponderance 
as a predictor of war.
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Third, not only do we need to consider the differences between stable parity 
(peaceful balances) and unstable parity (war-prone power transitions), we need to 
consider another way in which equality conditions can vary. Specifically, strong 
states that are equal may behave differently from mid-tier states that are equal 
and from weak states that are equal. Kadera, Kim, and Ring (2010) suggest that 
strong and equal dyads can escalate to higher levels of violence and endure longer 
militarized disputes.

Fourth, we currently have little theoretical or empirical guidance on who wins 
power transitions and how. Challengers, such as Germany, sometimes lose. What 
predicts who wins a power transition, and is conflict initiation or escalation by 
that actor a reliable predictor? And if initiators tend to lose, why do they initiate 
in the first place? It seems irrational for them to do so.

Fifth, scholars should theorize more about power as a dependent variable. 
Recent advancements in the literature suggest this path would be fruitful. For 
example, Gibler (2017a) demonstrates that the state-building process produces 
state entry into the system, and that this is associated with regional convergence 
to parity.

Sixth, and relatedly, scholars should theorize more about war as an independent 
variable. War produces winners and losers, creating dyadic power relationships 
and systemic power distributions. As empirical work on the phoenix phenomenon 
demonstrates, the complex relationship between war and power shifts produces 
outcomes not predicted in leading formal models. How then do power and war at 
the dyadic and global levels constitute a feedback system?

Finally, how should we limit or expand the scope conditions? And what gen-
eral framework can we adopt to guide the answers across different types of states, 
different types of dyads, different regions, different types of actors, and different 
types of conflict? Some work has been done extending BoP and PT arguments 
to state dyads in a Latin American hierarchy (Lemke and Werner 1996), to Asia 
(Kim 2002), and to political actors in Africa (Lemke 2002). Some scholars also 
argue that we can even apply similar logics to civil wars (Toft 2007). Should we 
adopt unifying theories that leverage core assumptions around which all such ex-
tensions can be made? Or should we let each application evolve in unique ways 
that produce a family of loosely affiliated power-based theories?

NOTES

1. We thank Paul Diehl for this observation.
2. This is similar to methodological problems associated with the study of deterrence. 

How do we know when a state actually attempts deterrence? One standard approach has 
been to limit the sample to rivals and assume they would both attempt to deter one another. 
While this approach is widely accepted, it does limit our ability to draw general inferences.

3. From this logic Levy (2004) argues that BoP should be thought of as a theory of 
behavior for the European subsystem and may not be applicable to other regions.

4. See Wayman (1984) for an attempt to reconcile these two perspectives.
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5. One possible way forward would be to link the idea of satisfaction with understand-
ings of revisionists and status quo states within the rationalist literature. Essentially dis-
satisfied states in PT are revisionist states in rationalist models; drawing clear connections 
would bring rationalist insights into the PT-BoP debate. We thank Paul Poast for this 
suggestion.

6. We thank Sara Mitchell for bringing this to our attention.
7. For directed dyads, the range of the capability ratio is 0 to 1; for dyads (using the 

stronger state in the numerator), the range is between 0.5 and 1.
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Chapter Three

Deterrence Theory and  
Alliance Politics

Michael R. Kenwick and Roseanne W. McManus

Do alliances cause war or promote peace? Variants of this question have persisted 
since antiquity (Thucydides 1972), and some of the earliest contemporary efforts 
to scientifically analyze military conflict were dedicated to examining the link bet-
ween alliances and war (Singer and Small 1966b). Nonetheless, few questions in 
the study of war have been so frequently asked and yet remain so clearly unsettled.

Much evidence appears to suggest alliances contribute to peace. The bulk of 
recent history has been characterized by peace, and a wealth of empirical findings 
indicate peaceful times coincide with the presence of strong, defensive alliance 
structures (Levy 1981; Siverson and Tennefoss 1984; Leeds 2003). The apparent 
strength of this relationship has led some to present alliances as a potential “pre-
scription for peace” (Johnson and Leeds 2011). And yet we have also seen cataclys-
mic deterrence failures and instances where alliances seem to exacerbate tensions 
and hasten conflict onset (Senese and Vasquez 2008). Great power alliances did not 
prevent the onset of the First and Second World Wars and actually catalyzed their 
spread.1 More broadly, evidence suggests that forming new alliances may instigate 
a period of hostility before any deterrent effect takes hold (Morgan and Palmer 
2003; Kenwick, Vasquez, and Powers 2015; Kenwick and Vasquez 2017).

The decades-long debate and competing evidence suggest that the question 
of whether alliances promote war or peace is overly simplistic. Even those most 
optimistic about extended deterrence would permit that defensive alliances do not 
always deter and that their failure can have catastrophic effects.2 On the other hand, 
skeptics must contend with the question of why states would invest significant 
resources in forming alliances if they were clearly inefficacious ( Morrow 2000; 
Poast 2019a). In our review of the literature on alliances and war we therefore 
reframe the question in what we think is a more fruitful way: under which condi-
tions are alliances most likely to either incite or deter the initiation of conflict?3
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Our review highlights several conditions that might be relevant. Existing the-
ory suggests that alliances are more likely to deter when they are associated with 
stronger sunk cost signals that enhance their credibility and when the political 
and reputational costs for abrogating the alliance are higher. They are less likely 
to deter when the distribution of power or the interests of leaders begin to shift. 
Alliances become more likely to actually incite violence when they embolden 
their signatories to act provocatively through a moral hazard problem or exacer-
bate mutual tensions by hastening a security dilemma, although it is difficult to 
predict precisely when these conditions will exist. Although this literature review 
enables us to begin to answer the question of when alliances provoke or deter, fur-
ther research is necessary to more precisely predict when alliances will provoke, 
deter, or have little effect on the probability of war.

Analyzing the effect of alliances on war is particularly important to contem-
porary international relations. Recent findings that the deterrent capacity of alli-
ances weakens amidst shifts in power sit uncomfortably with the fact that the 
international alliance system has remained surprisingly fixed amidst substantial 
changes to the distribution of power in the past several decades.4 The advent of 
nuclear weaponry has seemingly buttressed deterrence, but also raises the costs 
of failure to an unfathomable level. Against this backdrop states are increasingly 
turning to alternative means of signaling resolve to ensure joint security, but 
little is known about how these dynamics will shape the prospects for peace. 
Our review engages with these tensions as it seeks to identify avenues for future 
research that can illuminate the problem of extended deterrence in the modern 
international environment.

ALLIANCE FUNCTIONS AND EXTENDED DETERRENCE

Few states can guarantee their own security without coordinating with others. 
Alliances provide focal points for this coordination and are especially critical 
to states lacking the conventional or nuclear capabilities to deter adversaries. In 
keeping with previous research, we define alliances as written agreements be-
tween official representatives of two or more countries committing one another 
to some form of military action, in the case of some contingency.5 Alliances are 
more than an informal, unwritten understanding. Their terms are explicitly writ-
ten down and typically made public in an attempt to deter security threats from 
third parties. The contingent nature of alliances also differentiates them from 
defense cooperation agreements, whose terms are typically targeted at enhanc-
ing cooperative behavior without committing to any action in the event of armed 
conflict (Kinne 2020, 735). By contrast, the cooperative nature of military alli-
ances is inseparable from their relation to conflict. Alliances can be compellent or 
deterrent, defensive or offensive, but all contain contingencies related to conflict.

Alliances serve many purposes. Canonical treatments of alliance formation 
typically interpret alliances as mechanisms of capability aggregation—states 
form alliances in an attempt to pool their resources against the power or threat 
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posed by a common foe (Waltz 1979; Walt 1987; Mearsheimer 2001; Fordham 
and Poast 2016).6 Beyond pooling military resources, alliances also improve 
states’ ability to coordinate with each other and plan mutual operations in the 
event of war (Poast 2019). Yet alliances do more than aggregate and coordinate. 
They also formalize hierarchies in the international system (Lake 2009). Minor 
powers may give up some autonomy to a major power, exchanging favorable 
policies for security guarantees (Morrow 1991). Even more broadly, certain types 
of alliances can reduce territorial threat and facilitate transitions to democracy 
(Gibler and Vasquez 1998; Gibler and Wolford 2006).

The alliance function that is most relevant to this volume is extended deter-
rence. Successful deterrent alliances should make potential adversaries less 
likely to initiate and escalate hostilities. How do alliances induce deterrence? For 
classic models of deterrence, the reason lies in how an alliance affects the adver-
sary’s expected war outcome (Morrow 1994; Smith 1995, 1998; Fearon 1997). 
Assuming for the moment that an alliance is known to be reliable—that is, there 
is no doubt about whether allies will fulfill their obligations—its presence should 
make the cost of war higher and the expected outcome less favorable for any 
attacker. Instead of fighting one state, the potential attacker faces the prospect of 
also fighting its allies. While the most resolved adversaries might still be unde-
terred, less resolved adversaries will back away from conflict.

The Bargaining Model Approach

Considering alliances within the context of the bargaining model of war compli-
cates this story. This perspective assumes that attacks result from the failure of 
peaceful bargaining. At the bargaining table, an alliance may reduce the likeli-
hood of a challenger making demands of a target state, but the added capabilities 
on the target’s side increase the target’s propensity to resist demands. This makes 
theoretical predictions about alliances’ effect on the outbreak of war ambiguous 
(Smith 1995).

In order to better understand this ambiguity, a stylized expansion of Fearon’s 
(1995) bargaining model is insightful. Fearon contends that war is costly for both 
parties and therefore inefficient. Potential disputants can, and often do, avoid the 
costs of war by reaching a peaceful bargain. This framework is stylized in the 
top left panel of Figure 3.1, where State A and State B are bargaining over some 
divisible good, represented by the line. Each side prefers a maximal amount of 
the good. The good could be divided through war, but war imposes costs on each 
side, which are equivalent to losing some portion of the good. These costs create 
the bargaining range. Both sides would prefer deals in the bargaining range to 
fighting because these deals give them a settlement roughly approximate to the 
likely war outcome without paying the costs of fighting.

To extend this logic to the domain of deterrence, consider three states with 
slightly modified roles: a potential challenger (State A) that desires to change the 
status quo, a potential target (State B) that seeks to defend the status quo, and 
a third party (State C) that has an alliance with State B. Even if all parties view 



Fi
gu

re
 3

.1
. 

A
lli

an
ce

s 
an

d 
th

e 
R

is
k 

of
 W

ar
.



 Deterrence Theory and Alliance Politics  45

the alliance as reliable and agree on how the addition of State C changes the 
expected war outcome, it is not clear that the addition of the alliance will either 
increase or decrease the size of the bargaining range. Rather, it may simply shift 
the bargaining range in a way that is more favorable to State B, as illustrated in 
the top row of Figure 3.1.

In keeping with the bargaining model of war, Figure 3.1 assumes State A initi-
ates bargaining prior to deciding to attack State B. If State B has an alliance, then 
the expected outcome of fighting is less favorable to State A, which therefore 
becomes willing to accept less at the bargaining table. The reverse is true of State 
B, which now expects more and whose refusal to offer an acceptable bargain can 
prompt State A to attack. The shift in the expected war outcome caused by the 
alliance therefore does not necessarily imply any change in the probability of war, 
although it does increase the likelihood that any negotiated bargain will be more 
favorable to State B.

While the expected outcome determines the location of the bargaining range, 
the width is determined by each side’s cost of war (Fearon 1995). Having an alli-
ance is likely to lower the cost of war for State B and raise it for State A. This is 
represented in the upper-right panel of Figure 3.1 by the fact that the bargaining 
range is no longer exactly centered around the expected war outcome. While the 
increase in A’s cost need not be exactly symmetric with the reduction in B’s cost, 
the costs will move in opposite directions, with the changes partially or even 
entirely cancelling each other out. The number of possible bargains that both 
sides prefer to war is therefore not expected to reliably increase or decrease.

The bargaining model is useful because it demonstrates the tenuousness of a 
common line of reasoning in the alliance literature: that by increasing the costs 
of conflict, alliances induce deterrence and prevent war. This model highlights 
the importance of mutual expectations. Provided all parties agree on how a war 
would end, the addition of an ally does not necessarily increase or reduce the risk 
of an attack. Therefore, if we define deterrence success as reduced likelihood of 
conflict initiation, it is not yet clear that alliances improve deterrence success.

Adding Incomplete Information

Continuing within the bargaining model of war framework, we argue that if al-
liances reduce the likelihood of war, the reason must be related to one of the ra-
tionalist causes of war that Fearon (1995) contends prevents states from reaching 
a bargain. Out of Fearon’s rationalist causes of war—the indivisibility problem, 
the commitment problem, and the information problem—we claim that alliances 
are most likely to ameliorate the information problem. The information problem 
refers to a situation in which two parties disagree about the expected outcome of 
war and therefore cannot agree on what would constitute an equitable bargain ex 
ante. This occurs because both sides have private information about their capa-
bilities and resolve and have an incentive to misrepresent this information to their 
adversary. Therefore, instead of the universally agreed-upon expected outcome 
portrayed in the top panels of Figure 3.1, a more common situation is probably 
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for each side to have different expectations about the outcome, as portrayed in 
the bottom left panel.

The question becomes under which conditions alliances can effectively reduce 
information asymmetries. In most bargaining situations, regardless of whether 
there is an alliance, one of the factors that potential disputants will consider is 
whether a third party will assist one side or another. When there is high uncer-
tainty about third-party involvement, the disputants’ expectations about the result 
of fighting are likely to be farther apart, and the risk of conflict is heightened. For 
example, the bottom left panel of Figure 3.1 depicts a situation in which State B is 
confident of State C’s intervention, but State A is not. This results in States A and 
B having very different expected outcomes and no bargaining range. However, 
if State B has an alliance with State C that is viewed as reliable, then instead of 
having to guess about whether State C will intervene, both State A and State B 
will be confident that it will. As shown in the bottom right panel of Figure 3.1, 
this shifts State A’s expected outcome closer to State B’s and enables a bargaining 
range to exist.

This suggests that alliances can induce deterrence by lowering information 
asymmetries and helping both sides agree on the expected conflict outcome. 
Considering the informational benefits of alliances enables us to square the 
traditional wisdom that alliances deter with the bargaining model framework. It 
also demonstrates how deterrence success may depend more upon an alliance’s 
ability to credibly convey information than upon its ability to shift the balance 
of capabilities.

ALLIANCE RELIABILITY AND CREDIBILITY

“Don’t we have our flank covered by Germany?”
—Franz Conrad, Chief of the General Staff

“Are you sure about Germany?”
—Austrian Emperor Franz Joseph I, July 5 19147

When will alliances reduce uncertainty about who will fight together in a pos-
sible war? Two concepts are central to this question: reliability and credibility. 
Reliability refers to the actual likelihood that a third party will fulfill its alliance 
obligation to intervene if its ally is attacked, whereas credibility is the perceived 
likelihood of such intervention. Credibility, unlike reliability, is in the eye of the 
beholder; it can never be known with certainty. For deterrence to succeed, poten-
tial attackers must believe an alliance is credible.8

Many scholars have investigated the general reliability of alliances. Early 
research found that although allies are more likely to fight together than non-allies 
(Singer and Small 1966a), allies aided each other in war only about one quarter of 
the time (Sabrosky 1980; Siverson and King 1980). After taking into account that 
alliances often have specific provisions that obligate allies to intervene in some 
situations but not others, Leeds, Long, and Mitchell (2000) found allies fulfilled 
their obligations around 75 percent of the time between 1816 and 1944. In more 
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recent years, however, alliance reliability appears to have dropped remarkably, 
with commitments only honored about 22 percent of the time between 1945 
and 2003, according to a study by Berkemeier and Fuhrmann (2018b) that uses 
similar methodology to Leeds, Long, and Mitchell. Yet these numbers must be 
interpreted with caution since adversaries are disproportionately likely to chal-
lenge alliances they do not believe are credible (Smith 1995, 1996b).

Of course alliance reliability can be observed only after war breaks out. Prior 
to that point, the actual intention of an ally to intervene is private information 
known only to the ally itself. Since allies abandon each other at least some of 
the time, there will always be some uncertainty among observers about whether 
an ally will keep its commitment. Therefore, prior to the outbreak of war, what 
matters more than alliance reliability is alliance credibility. Because reliability is 
private information, having a reliable alliance is neither necessary nor sufficient 
for the alliance to be viewed as credible. In some cases a third party might be 
fully committed to assisting its ally, but it does not successfully signal this and 
observers doubt the alliance’s credibility. In other cases a third party might not 
be committed to its ally, but it successfully bluffs observers into thinking it is, 
thereby averting an attack. If credibility does not automatically flow from reli-
ability, this begs the question of how alliances can establish credibility. High 
capabilities alone are insufficient, as potential challengers also have to believe 
that a third party will actually use those capabilities to defend its ally. How can 
allies signal their commitment to do so?9

Morrow (2000) argues that by writing down an alliance in treaty format and 
broadcasting its terms, states can impose the possibility of reputational damage 
upon themselves if they abrogate the alliance obligations. Studies have found that 
countries with better reputations for upholding alliances find it easier to make 
new alliances and obtain more favorable alliance terms (Mattes 2012; LeVeck 
and Narang 2017; Crescenzi 2018).10 Alliances therefore function as a hand-tying 
mechanism by increasing the costs states pay for abandonment. All alliances 
invoke some hand-tying costs, but there is variation in how large these costs are, 
which in turn can create variation in alliance credibility. States with many inter-
national commitments might be more concerned about their international reputa-
tion than states with fewer commitments, giving their alliances more credibility. 
Domestic politics also affects the level of hand-tying costs invoked by alliances. 
Tomz and Weeks (2019) find that an alliance increases willingness to intervene 
in support of a foreign country among the US public for both reputational and 
moral reasons. This implies that leaders who are accountable to the public might 
find it politically untenable to abandon allies. Therefore, more accountable lead-
ers may also be able to invoke greater hand-tying costs and make more credible 
alliance commitments.

Alliance credibility can also be buttressed by the sunk costs associated with 
alliance formation and maintenance. The first such cost is paid during the treaty 
negotiation process, in which states expend resources in an attempt to form mutu-
ally compatible war plans (Poast 2019a). Alliances also require coordination in 
foreign and military policy (Morrow 2000; Poast 2019a) and are often buttressed 
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by coordinating socio-legal expectations and understandings (Powell 2010). Such 
coordination is costly because it requires states to give up some autonomy, but the 
very fact that it is costly allows it to function as a sunk cost signal. Because allies 
that cared little about each other would be unwilling to undertake such coordina-
tion costs, it can be inferred that allies who coordinate extensively are committed 
to each other. At the same time, peacetime military coordination makes fight-
ing together less costly, which should decrease the attraction of abandonment. 
Alliances that are associated with greater policy and military coordination should 
therefore be viewed as particularly credible.

In short, the ability of alliances to address the information problem is contin-
gent upon credible signaling. This section has discussed various factors that can 
serve to enhance credibility and make alliances more than mere scraps of paper. 
This begins to shed light on our overarching question of under which conditions 
alliances deter. We can conclude that alliances that invoke strong hand-tying costs 
and entail heavy sunk costs should be more credible than those that do not. Since 
alliance partners would be unlikely to make such signals without a true underlying 
commitment to each other, these signals should have informational value to out-
side observers and should therefore contribute to deterrence. At the same time, one 
must also consider other causes and contingencies that lead to failed deterrence.

CAUSES OF DETERRENCE FAILURE

As mentioned at the outset, alliances have the capacity to fail in their objectives 
and perhaps even to incite the very conflicts they seek to deter. While weak cred-
ibility is one reason this might occur, we identify three additional mechanisms 
driving deterrence failure and provocation: (1) changes in the distribution of 
power and interests, (2) the moral hazard problem, and (3) the security dilemma. 
All three mechanisms relate to the problem of misperception and disparate esti-
mates of credibility.

Changes in the Distribution of Power and Interests

The passage of time can fundamentally alter the relationship between alliances 
and war and harm the prospects for deterrence success. It is known that the 
passage of time can broadly weaken institutional effectiveness. For example, 
Anderson, Mitchell, and Schilling (2016) find that the pacifying effect of joint 
intergovernmental organization (IGO) membership has dissipated in recent de-
cades as hegemonic influence wanes. Applying this to alliances, one can reason-
ably assume that when alliances are formed their terms reflect the interests of the 
signatory parties and are relevant to their contemporary security environment. As 
time passes, however, this may cease to be the case. Perhaps structural changes 
take place that alter the distribution of power among allies and adversaries. 
Perhaps old threats recede and new threats emerge. It may also be the case that 
the political elites who signed an alliance leave office and their successors have 
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different interests. For these reasons, leaders often struggle to project hand-tying 
mechanisms (such as alliance commitments) over distant time horizons and 
against unknown adversaries (Fearon 1997, 82).

These concerns are borne out in the empirical record. Siverson and King 
(1980) find that allies are less likely to aid each other when the alliance has per-
sisted longer, while Ostrom and Hoole (1978) find that the relationship between 
alliances and war is initially positive, then becomes negative, and finally becomes 
null. The reduced reliability of alliances over time may be driven by changes in 
governing coalitions, which significantly raise the risk of abrogation (Leeds and 
Savun 2007; Leeds, Mattes, and Vogel 2009). Since democracies experience 
the most frequent leadership changes, it might be tempting to view them as less 
reliable allies. On the other hand, the effect of leadership and governing coali-
tion changes may be moderated in democracies because legislatures check the 
leader’s ability to make unilateral policy changes (Martin 2000). Sensing these 
tensions, potential challengers and targets may disagree about the strength of 
an alliance, producing dangerous informational asymmetries that may lead to 
failed deterrence. These problems will be further exacerbated when the military 
capability of alliance partners is in flux, calling into question their willingness 
or ability to abide by their commitments (Johnson and Joiner 2019). In extreme 
cases alliances whose terms no longer reflect political realities may not only fail 
to deter but may actually increase the risk of war if disagreements about their 
credibility lead to widely disparate estimates of the war outcome.

Of course, there is likely to be variation in the extent to which interests change 
over time. If potential challengers can observe that interests remain aligned, 
deterrence is more likely to succeed. This may be why Russett (1963) and Huth 
and Russett (1984) find that economic and political-military ties between a 
defender and client state bolster extended deterrence success. Allies may also 
signal their continued interest in each other’s security through public gestures 
such as leadership visits (McManus 2018).

Moral Hazard

The moral hazard problem is a term for the expectation that people will engage 
in more risky behavior when some or all of the potential consequences of their 
behavior are borne by a third party. For example, people with car insurance may 
drive more recklessly, knowing that the costs of damaging the car will be incurred 
by the insurance company rather than themselves. A similar logic governs alli-
ance politics. As noted in the bargaining model discussion, forming an alliance 
improves a state’s expected war outcome, enabling it to bargain harder. The moral 
hazard problem represents an extreme version of this dynamic in which a third 
party seeks to avoid conflict by making an alliance with a protégé, but achieves 
the opposite result. By shifting some of the risks of war from the protégé to its 
ally, the alliance emboldens the protégé to launch an attack or become so diplo-
matically aggressive or militarily provocative that it invites an attack upon itself 
(G. Snyder 1984; Benson 2012; Kang 2012).
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Alarmingly, such dynamics can drag a major power ally into a war it does not 
want. Morgenthau highlights this peril in arguing that oblivious major powers 
may “lose their freedom of action by identifying their own interests completely 
with those of a weak ally,” who may then drag them into wars (Morgenthau and 
Thompson 1985, 589). Indeed, he argues that the Ottoman leadership deliberately 
steered its allies toward the Crimean War, knowing that Britain and France would 
have preferred a peaceful resolution, but would nevertheless offer military sup-
port if war occurred. Why would a major power fight such conflicts against its 
interests? While these states may prefer negotiated compromise, they can become 
entrapped by a desire to preserve an alliance or to maintain their reputation for 
reliability, or because—conditional on war occurring—the costs of a protégé’s 
military defeat are intolerably high (G. Snyder 1984, 467).

The moral hazard problem is, however, far from a forgone conclusion. Fang, 
Johnson, and Leeds (2014) argue that third-party defenders are not only able to 
avoid the moral hazard problem but can often pressure a protégé into making 
bargaining concessions even after a challenger has initiated a militarized dispute. 
The logic underpinning this dynamic is that protégés will be more accommodat-
ing at the negotiating table if they believe doing otherwise would risk an ally’s 
willingness to defend them against larger future threats. Yuen (2009) predicts a 
similar dynamic, but under different circumstances. Her analysis incorporates the 
possibility that alliances can either incite or restrain protégés, and restraint can 
occur even when intervention is certain if the amount of third-party assistance 
is large enough for the adversary to minimize its demands, yet too small for the 
protégé to prefer war. The implication of these arguments is that restraint can 
occur either because a protégé depends on its ally for future security or because 
the extent of the ally’s support does not offset the costs of fighting.

Finally, Benson, Meirowitz, and Ramsay (2014) put forward a compelling, if 
counterintuitive argument that moral hazard can sometimes directly induce deter-
rence if the aggressive posture of an alliance protégé effectively communicates 
resolve to adversaries who are then deterred from instigating crises. Third par-
ties offer unconditional alliances knowing that this may increase their protégés’ 
propensity to initiate conflicts, but believing that this provocative behavior is 
necessary to deter challengers from further escalation (Benson, Bentley, and Ray 
2013). This highlights how the moral hazard problem results from more than a 
defender’s strategic miscalculation—it may be part of a deliberate, albeit high-
risk strategy for inducing deterrence.

Taken together, this discussion reveals that the question of whether an alliance 
will produce a moral hazard problem is no less conditional than the question of 
whether an alliance will deter. Nevertheless, two general strategies for alliance 
management emerge, each of which has risks. The first pertains to third-party 
defenders seeking to avoid the moral hazard problem. Here they must be cred-
ible enough that challengers moderate their demands, but not so credible that 
they cannot subsequently pressure protégés to concede with the threat of future 
abandonment. Second, states may lean into the moral hazard problem by making 
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ironclad, unconditional commitments in the hope that their protégés’ bellicosity 
will deter aggression, but doing so creates a risk that aggression will beget escala-
tion instead of deterrence.

The Security Dilemma

The third, related, mechanism linking alliance formation to war onset is the 
security dilemma, wherein nominally defensive actions taken by one state under-
mine the perceived security of another, resulting in a hostile spiral of escalatory 
interactions and heightened tensions (Herz 1950). Jervis (1976) explains how 
this situation, which he calls the spiral model, results from misperception.11 Each 
state builds arms or forms alliances for defensive purposes and assumes that its 
own good intentions are obvious to others, yet each perceives the other’s activi-
ties as aggressive. Several scholars have posited that alliances may have such an 
effect, even if their stated terms are expressly “defensive” in nature (G. Snyder 
1984; Vasquez 1993). When a state forms a defensive alliance its rivals are likely 
to believe that the alliance reduces their own latitude in securing their national 
interests. Naturally the rivals may try to offset the effect of the alliance through 
building armaments or forming a counter-alliance. The end result arguably leaves 
both parties worse off: the balance of power remains the same, but the aggregate 
destructive impact of any potential dispute increases (G. Snyder 1984; Vasquez 
1993, 166; Senese and Vasquez 2008, 49).

But why do these dynamics increase the risk of war? One answer lies in the 
rising level of perceived threat; even defensive alliances may reinforce percep-
tions of a potential opponent as hostile, which increases bargaining difficulties. 
Another answer might be the magnification of information problems as the num-
ber of potential parties in a dispute grows, particularly when alliances are not 
fully credible. Vasquez (1993, 167) argues, “Counter-alliances … produce greater 
uncertainty, because of the possibility that one or more allies will not honor their 
commitments. Such uncertainty complicates last-minute calculations about who 
might win in a war, and therefore whether it is ‘rational’ to initiate a war.” In 
either scenario, alliances are perhaps better seen as a catalyst for rather than an 
underlying cause of conflicts.

These issues may have been at play in the lead-up to the First World War. J. 
Snyder (1984) points to an “integrative spiral” in which alliance blocs, each fear-
ing abandonment, inched toward increasingly rigid commitments and heightened 
hostilities. He notes that the Triple Entente originated primarily as a means of 
resolving colonial issues, but that Germany feared a more generalized threat and 
so attempted to break it up during the 1905 Morocco crisis.12 This only served to 
strengthen the alliance and create the very monster that Kaiser Wilhelm II had 
feared (477). As time passed, the alliance networks in Europe spread, overlapping 
with existing rivalries and heightening the risk that crises that might otherwise 
have remained local would spread throughout the continent (Vasquez et al. 2011; 
Vasquez 2018). Uncertainty again seemed to be at play, as hopes persisted among 
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German elites throughout the July Crisis that Great Britain would stay out of the 
coming war despite the Entente. So acute was this hope that, as late as August 1, 
Kaiser Wilhelm attempted briefly to halt mobilization in the west after receiving 
a telegram suggesting Britain would stay out of the war under this contingency 
(Williamson and Van Wyk 2003, 107). These hopes were soon dashed, but the 
incident highlights the cloud of uncertainty under which political elites were 
operating. Alliances did little to lend clarity to the situation and may have actively 
obscured the constellation of combatants who would fight in the war to come.

A challenge in understanding the relationship between the security dilemma 
and deterrence is defining the precise conditions under which hostility and 
uncertainty will take root. The historical evidence supporting spiral models often 
comes from great power rivalries in the pre-nuclear era, but it is less clear whether 
such spirals of fear will be stoked among states with less acrimonious relations or 
those operating under a nuclear umbrella. Further, it is not clear that uncertainty 
will always increase as hostilities persist. It may be that there are junctures in the 
stream of interactions where an ironclad commitment reduces rather than exacer-
bates uncertainty. Along these lines, Morrow (2017, 343) suggests that the early 
rather than later stages of a hostile spiral may be most conflict-prone since states’ 
uncertainty will be highest at this time.

DETERRENCE OR PROVOCATION: THE EMPIRICAL RECORD

The empirical study of alliance effectiveness faces inherent obstacles. First, both 
the argument that alliances deter and the argument that alliances provoke are 
potentially compatible with the empirical finding that alliance formation is cor-
related with war onset (Levy 1981). The provocation story suggests that alliance 
formation exacerbates mistrust, uncertainty, and moral hazard, sparking war. 
However, if we observe a war occurring after alliance formation, we often can-
not be certain if it is due to the alliance itself or due to the preexisting tensions 
that created the demand for an alliance. If a state fears that it will be attacked by 
an adversary, it will likely seek out an ally in the hope of inducing deterrence. 
This results in treatment selection bias, which makes it difficult to disentangle the 
direct impact of some intervention or treatment from the factors that led an entity 
to seek that treatment in the first place. In this case it may be that alliance forma-
tion is disproportionately observed in instances where conflict is already likely to 
occur. This might make alliances look provocative even if they actually reduce 
the probability of war compared to what it would otherwise be.

A second, less recognized form of treatment selection bias may also be at 
work.13 If a state anticipates that one of its adversaries is seeking an outside alli-
ance, it may preemptively instigate hostilities either in an attempt to deter the out-
side protector from forming an alliance, or simply because fighting the conflict 
today is more appealing than it would be in the future once the alliance is formed. 
An example of this might be Russia’s provocations toward Ukraine and Georgia 
as they have pursued membership in the North Atlantic Treaty Organization 
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(NATO). This has two possible implications. First, it suggests that alliances 
may be more provocative than they appear since the prospect of an alliance may 
incite conflict even before any alliance is actually observed. Second, it suggests 
that the alliances we do observe empirically are those that adversaries were not 
able to prevent from being formed, perhaps indicating that alliances formed in 
crisis environments are actually more reliable. This might explain why alliances 
have appeared less reliable during the relatively peaceful post–World War II era 
(Berkemeier and Fuhrmann 2018).

Both of these issues are examples of the inherent endogeneities that plague 
observational studies of war (For discussions, see King, Keohane, and Verba 
1994, 197–98; Senese and Vasquez 2008, 28–31). While these issues complicate 
our efforts to interpret empirical findings, this does not imply that we should 
simply dismiss existing findings out of hand, as this might result in rejecting 
some valid conclusions. Instead, as randomized control trials remain out of reach, 
scholars must infer causality by attempting to triangulate across different empiri-
cal designs and bases of evidence. While existing studies have relied heavily on 
regression analyses and dyad-year designs, the field must continue to develop a 
greater diversity of creative techniques to untangle the web of causality.

The next obstacle to studying whether alliances succeed at deterrence is that 
although we can easily observe deterrence failures, we have more difficulty observ-
ing deterrence success, and there is some risk we may incorrectly attribute peace 
to deterrence rather than equally plausible alternative mechanisms. Deterrence 
requires more than an absence of militarized hostilities. It refers to a situation in 
which a nontrivial possibility of conflict exists, but one side successfully convinces 
the other that the costs of military force will outweigh its benefits (Huth 1988, 
17–18). Assuming every peaceful situation is a deterrence success is clearly not 
appropriate. For example, Canada is not deterring the United States from attacking 
it. Rather, the United States simply does not want to attack Canada. Often deter-
rence may be confused with homophily, particularly in parts of the world where 
many states sign on to regional accords with mutual defense provisions.

It might be more reasonable to assume deterrence success when war does not 
break out between known rivals or during a crisis (i.e., immediate deterrence). Yet 
even this assumption can be controversial. The debate over whether the US alli-
ance commitment to NATO (coupled with US nuclear and troop deployments in 
Europe) deterred a Soviet invasion illustrates this. The predominant view among 
US policymakers during the Cold War was that this commitment was essential 
to deterring the Soviets from realizing their expansionist ambitions. However, 
Mueller (1988) argues that the US nuclear alliance commitment was simply 
irrelevant because the Soviet Union was essentially satisfied with the status quo 
and had no appetite for large-scale military engagement after its experience with 
World War II. Still others argue that attempts at deterrence actually exacerbated 
and prolonged the Cold War (Lebow and Stein 1995). Thus, even in this thor-
oughly analyzed case, it is not entirely clear whether deterrence succeeded.

Given these difficulties it is perhaps not surprising that the quantitative lit-
erature on deterrence appears at first glance to have produced a kaleidoscope of 
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seemingly contradictory findings. Yet, beneath the surface, we find some infor-
mative patterns that illuminate when alliances incite and when they deter. First, 
the relationship between alliances and conflict has varied across different histori-
cal eras (Levy 1981; Senese and Vasquez 2008; Kang 2012). While few studies 
have evaluated the impact of alliances prior to the Congress of Vienna in 1815, 
Levy (1981) finds that alliance formation was frequently followed by war dur-
ing this time. Nevertheless, the endogeneity problem may have been particularly 
acute in this era, as alliance formation was tied particularly tightly to war prepara-
tion.14 After the Congress of Vienna alliances appeared to exert a more stabilizing 
role, perhaps facilitating cooperation during the Concert of Europe (Levy 1981, 
605). Nevertheless, the stabilizing effects of alliances waned as the European 
system continued to suffer repeated crises throughout the late nineteenth  century, 
culminating in the massive episodes of deterrence failure underlying World Wars 
I and II. Overall, the spiral model seems to better characterize the link between 
alliances and war between 1816 and 1945, with several studies finding a posi-
tive relationship when examining this time period (Senese and Vasquez 2008; 
Kenwick, Vasquez, and Powers 2015). After World War II, however, there is more 
agreement that alliances are either weakly or negatively associated with war—at 
least during the Cold War era (Vasquez and Kang 2013). Scholars have attrib-
uted this relationship to various causal mechanisms, including nuclear weaponry 
(Fuhrmann and Sechser 2014) and the territorial integrity norm (see Morrow 
2017, 345). While there is uncertainty about which causal mechanisms drive this 
temporal variation, these findings show that the deterrent impact of an alliance is 
a function of the international system in which it operates. This fact should give 
scholars pause when making firm declarations about the likely impact alliances 
will have in contemporary politics.

Second, one of the primary innovations of the past two decades has been the 
further disaggregation of alliances based on the types of commitments they con-
tain. While it may be true that even “defensive” treaties can appear threatening, 
several recent studies have found that alliances with firm defensive arrangements 
are more likely to deter than those with offensive provisions or nonaggression 
pacts (Leeds 2003; Benson 2011, 2012; Johnson and Leeds 2011; Fang, Johnson, 
and Leeds 2014).

A third important factor is the time since alliance formation. Studying the 
effects of forming rather than having an alliance is important both because alli-
ances are often formed in the shadow of a military threat one hopes to deter, and 
because spiral-based arguments suggest it is the act of formation specifically 
that may spark escalating hostilities. Studies centered upon formation have more 
often found that alliances incite rather than deter. Morgan and Palmer (2003), 
for example, find that states initiate more conflicts and increase defense spend-
ing following alliance formation. Kenwick, Vasquez, and Powers (2015) look at 
instances where states form a defensive alliance when none was previously in 
place; they find that alliance formation is associated with both militarized dis-
putes and war between 1816 and 1945, but negatively associated with militarized 
disputes after 1945, which they attribute to nuclear weaponry. As Leeds and 
Johnson (2017) note, these relationships must be interpreted with caution since 
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new alliances are more prone to treatment selection bias than established ones. 
To get around this problem, instead of looking at time since formation Kenwick 
and Vasquez (2017) divide alliances into those formed at independence and those 
formed after, finding that the former reduce the risk of conflict, while the latter 
have the opposite effect, largely irrespective of historical era. Overall, these stud-
ies highlight that new alliances seem to be more associated with instability than 
established ones.15

Fourth, the strategic environment affects the prospects for deterrence suc-
cess. Factors such as geography and capability matter—allies fare better when 
defended from nearby and by highly capable partners, though the effect of geo-
graphic proximity appears to be attenuated by recent technological innovations 
(Bak 2018). Subtler features of the strategic environment are more difficult to 
unpack. Much of the evidence linking alliances to heightened risk of conflict 
comes from great power rivalries and/or states contending over disputed territory 
(e.g., G. Snyder 1984; Vasquez 1993), but these results may not generalize. In 
some instances alliances appear particularly effective at reducing the risk of ter-
ritorial conflict (Wright and Rider 2014), perhaps owing to their ability to facili-
tate dispute resolution (Gibler and Vasquez 1998). Morrow (2017) contends that 
it is not hostility per se but the level of uncertainty that conditions an alliance’s 
proclivity to incite or deter; the greater the uncertainty, the more likely an alliance 
is to incite. Huth’s (1988) broader analysis of deterrence further underscores the 
importance of the strategic environment, finding that a defender’s behavior must 
also be taken into account—deterrence is buttressed when a defender engages in 
tit-for-tat or firm-but-flexible diplomatic strategies that balance credibility and 
stability (203).

Finally, the deterrent impact of alliances appears to vary depending upon the 
level of hostility being analyzed. The distinction begins at the theoretical and 
conceptual levels. Many formal models of deterrence characterize challenger-
defender relations in terms of the former’s decision whether or not to “attack” 
the latter (e.g., Smith 1995). By contrast, spiral models of war more often focus 
on long sequences of interactions that potentially culminate in war. As a result, 
deterrence theorists more often operationalize an “attack” by analyzing the 
onset of militarized interstate disputes (Palmer et al. 2020), which are meant to 
approximate an initial armed probe of the status quo (e.g., Leeds 2003; Benson 
2011; Johnson and Leeds 2011; Fuhrmann and Sechser 2014). By contrast, those 
testing spiral models have more often focused on the onset of interstate war 
(Senese and Vasquez 2008; Kenwick, Vasquez, and Powers 2015; Vasquez and 
Rundlett 2016). Overall, studies analyzing dispute initiation have tended to find a 
greater deterrent effect of alliances than studies analyzing war initiation. Studies 
that have directly compared the deterrent effect of alliances at different levels of 
hostility have also found variation (e.g., Benson 2011; Johnson and Leeds 2011; 
Kenwick, Vasquez, and Powers 2015; McManus 2018), but the pattern of varia-
tion is not always consistent. Therefore, there is tentative evidence that alliances 
may deter some levels of hostility better than others, but more research is needed 
on this topic. Probably the most promising direction for future research is to 
bridge the gap between disputes and war by analyzing the process of escalation.
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It would be misleading to suggest that there are no inherent tensions or funda-
mental disagreements in this decades-long debate, but many aspects of this sum-
mary of the empirical literature point us back to a central claim of this chapter: 
the success or failure of a defensive alliance hinges critically on credibility and 
uncertainty. Alliances can better deter when they are well established and clearly 
supported by capable and resolved defenders; they are more likely to incite when 
they are newly formed and foster uncertainty among potential adversaries skepti-
cal of each other’s intent.

CHANGES IN ALLIANCE PATTERNS AND IMPLICATIONS

The richness of data on alliances has allowed researchers to frequently analyze 
deterrence in statistical evaluations covering hundreds of years of international 
history. Such a capacious domain helps establish robust correlations and miti-
gates the risk that inferences will be driven by a small set of historic events. This 
approach is also well suited to answering questions about general deterrence be-
cause it avoids the inferential pitfalls of studying international crises, where the 
ex ante risk of deterrence failure is already high (Achen and Snidal 1989). And 
yet, if scholars are to draw policy implications for the contemporary international 
system from these studies, it is important to evaluate whether and how the alli-
ance system has evolved over the past two centuries. In this section we highlight 
two trends that have important and potentially countervailing influences on the 
prospects for future deterrence success.

The first trend relates to the frequency of different types of alliances. Figure 3.2 
shows the prevalence of different types of alliances over time, as recorded by both 
the Correlates of War Formal Alliances data set (Gibler 2009) and the Alliance 
Treaty Obligations and Provisions (ATOP) data set (Leeds et al. 2002). Defense 
pacts are of primary interest for studying deterrence because they explicitly com-
mit allies to defend each other. Ententes and consultation pacts are also relevant 
to deterrence because these agreements require the members to consult with one 
another in the event of conflict, implying the likelihood of some form of assis-
tance. However, these pacts offer a weaker commitment that may undermine cred-
ibility and deterrence. Offensive alliances and neutrality pacts are also included, 
though neither is intended for deterrence. Offensive agreements clearly make it 
easier for a state to engage in aggression, and neutrality pacts can also facilitate 
aggression by guaranteeing that a potential rival will not intervene.

In the earliest years in which data are recorded, defense and consultation pacts 
are the dominant type of agreement by far. However, in the period between the 
Franco-Prussian War and World War I (1872–1914), both data sets document a 
major shift in which nearly a quarter of alliances feature offensive provisions and 
up to 41 percent feature neutrality provisions. Meanwhile, only slightly more 
than half of alliances contain a defensive commitment. Thus the period  leading 
up to the First World War was characterized by a shift away from alliances 
centered around deterrence. The interwar period (1919–1939) continues to have 
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few defensive commitments compared to other eras, but the number of offensive 
pacts notably declines. During the Cold War (1946–1991) we see a major surge 
in defensive agreements. At this point 98 percent of pacts are purely defensive or 
consultative. In the post–Cold War era offensive agreements become completely 
extinct. The fact that alliances are becoming nearly exclusively focused on deter-
rence should arguably make the international system more stable.

The second notable trend in the international alliance system relates to the 
rate at which new alliances are formed and terminated. Figure 3.2 shows seem-
ingly exponential growth in dyadic alliance ties. However, looking at the number 
of dyadic ties is deceptive for considering change in the system because of the 
outsized role played by the expansion of large alliances such as NATO and the 
Organization of American States (Gibler and Wolford 2006). As of 2016, NATO 
had twenty-eight members, so when Montenegro joined in 2017 this event alone 
resulted in twenty-eight new dyadic alliance ties. Yet this represented only a 
trivial change to the international alliance system.

An arguably better measure of change in the international alliance system is 
the number of entirely new alliances formed. Figure 3.3 displays the number 
of new defense pacts formed in each year, 1946–2016, using the ATOP data. 
This figure shows a steep drop-off in the number of new pacts formed since the 
1970s, with the exception of a short-lived spike after the end of the Cold War. 
The reduction in pact formation has been particularly dramatic recently, with 
only one new defensive alliance formed between 2007 and 2016. There are also 
increasingly few instances of alliance termination. According to the ATOP data, 
only two defensive alliances ended in 2007–2016, and only six in the decade 
prior. The lower rate of alliance births and deaths has led to the existence of a 

Figure 3.3. Number of New Defense Pacts in ATOP by Year. 
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global network of alliances that are older on average than at any point in recent 
history. This is illustrated in Figure 3.4.

This discussion reveals a trend in the international system that scholars have 
yet to fully grapple with. It appears that the international alliance system is 
stagnating. Many of the world’s alliances are remnants of the Cold War, and the 
interests and priorities of members may have drifted apart since the alliances’ for-
mation. It is not clear why alliance formation has declined. McManus and Yarhi-
Milo (2017) suggest that it could be because publicly establishing alliance ties is 
domestically controversial when countries with shared strategic interests do not 
also have shared values. It might also be due simply to changing international 
norms and trends. Regardless of the reason, the stagnation of the alliance system 
could have worrisome implications for alliance credibility given how shifting 
power and interests can undermine alliances.

THE RISE OF NEW SIGNALING MECHANISMS

If forming new alliances is no longer a common practice, how can states whose 
interests have recently come into alignment establish extended deterrence? 
Scholars are increasingly considering alliances as just one tool in a country’s 
signaling toolkit. McManus and Nieman (2019) treat alliances as one variable in 
a larger set that can be used to estimate the level of support that a major power 
signals for a client state. The other variables include nuclear deployments, troop 
deployments, arms transfers, joint exercises, leader visits, and statements of 
support. McManus and Nieman find that alliances are a meaningful signal of 
support when given by Russia, China, and the United Kingdom. However, US 
alliances appear to be less meaningful because the United States has alliance 

Figure 3.4. Average Alliance Age Over Time, According to ATOP.
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commitments to many countries, mostly in Latin America, that it does not regu-
larly send other signals of support for.

Kinne identifies defense cooperation agreements (DCAs) as another way to 
both signal support and establish security ties. Kinne (2018, 801) claims that 
DCAs are essentially replacing alliances as the main way countries institutionalize 
their security relationships, pointing to the stagnation in new alliance formations 
and the meteoric rise in the number of DCAs since the 1980s. He notes that DCAs 
provide greater flexibility than alliances in an increasingly complex security 
environment. Wolford (2015) also points to military coalitions as an alternative 
to alliances. Like alliances, coalitions are a mechanism for aggregating capabili-
ties, but in contrast to the permanency of alliances, coalitions are “crisis specific 
phenomena” (7) and are typically used for compellence rather than deterrence.

Scholars have also begun to explore the deterrent effect of other types of 
signals. Alliances appear to be more effective for deterrence than sunk-cost 
military signals (Krause 2004; Fuhrmann and Sechser 2014), while the effect of 
military coalitions on crisis bargaining success is highly conditional (Wolford 
2015). On the other hand, McManus (2018) finds that leader visits do a better 
job than alliances of deterring small-scale challenges. She also finds that visits 
boost the deterrent effect of alliances, and it is plausible that other signals might 
also enhance alliance credibility by communicating that the alliance relationship 
is still meaningful.

CONCLUSION: WHAT DO WE KNOW AND NOT KNOW 
ABOUT ALLIANCES AND WAR?

The research reviewed in this chapter has undoubtedly enhanced our understand-
ing of alliances and war. Theoretical work has explained why alliances might 
enhance deterrence and also why they might lead to moral hazard, distrust, and a 
spiral toward war. While these arguments might seem like polar opposites, more 
nuanced theorizing and careful empirical work has demonstrated that the ultimate 
effect of alliances is conditional upon a variety of actions. For example, when 
the risk of deterrence failure stems primarily from uncertainty about third-party 
intervention and an alliance can credibly signal that a third party will intervene, 
the presence of an alliance is likely to contribute to deterrence success. On the 
other hand, when there is a shift in the distribution of power, suspicion of hostile 
intentions, or failure to restrain an ally from demanding too much, an alliance 
may actually make conflict more likely. Empirical work suggests that the deter-
rent effect of alliances may depend upon the geopolitical situation during the time 
period when they exist, the terms of the alliance itself, how long the alliance has 
existed, and the level of hostility analyzed.

We also know that the alliance system has changed in recent years. Since World 
War II a shift has taken place toward primarily defensive alliances. Furthermore, 
since the 1970s the international alliance system has stagnated significantly, with 
fewer alliances being born or dying. This stagnation of the alliance system has 
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coincided with the increased use of new types of signals such as defense coopera-
tion agreements and leadership visits.

Despite all this, there is still much that we do not know about alliances and 
war. First, we do not know exactly how the stagnation of the alliance system will 
alter the benefits and dangers of alliances. Stagnation seems likely to ameliorate 
the potential security dilemma caused by alliances because the security dilemma 
argument focuses on the formation of new alliances. On the other hand, the stag-
nation may undermine deterrence as the contemporary alliance system no longer 
reflects the current balance of power or interests.

Second, the existing literature would benefit from more granular analyses 
of the role alliances play in repeated engagements among rivals and in conflict 
escalation more broadly. Both deterrence theory and spiral models of war seek to 
explain a series of complex interactions, often unfolding across repeated crises 
over the course of several years or decades. While existing data sources provide 
a sense of how hostile conflicts ultimately become and whether they are recipro-
cated, we know less about the precise sequence of actions linking conflict initia-
tion to escalation.16 Thus better data are required to understand alliances’ impact 
on conflict processes, and how the actions and behaviors of alliance partners 
shape crisis bargaining. Such analyses hold the promise of resolving some of the 
apparent contradictions observed across analyses of dispute and war onset.

Third, we know little about how well alliances will be able to address contem-
porary challenges such as terrorism and intrastate conflict. Since the collapse of 
the Soviet Union NATO has been involved in humanitarian operations in Bosnia, 
Kosovo, and Libya and has fought against the Taliban and al-Qaeda in Afghanistan. 
This goes well beyond NATO’s founding purpose of deterring a Soviet attack on 
Western Europe. Scholarly work has yet to devote much attention to how NATO’s 
attributes as an alliance aid or impede the success of such missions and how the 
undertaking of such missions affects external perceptions of NATO and NATO’s 
internal cohesion. It is also unclear if the alliance attributes that contribute to the 
deterrence of state adversaries also help deter non-state actors.

NOTES

1. For specific treatments of the First World War, see J. Snyder (1984), Vasquez et al. 
(2011), and Vasquez (2018). For broader analyses linking alliances with the contagion of 
conflict, see Sabrosky (1980), Leeds (2005), and Vasquez and Rundlett (2016).

2. We focus our discussion on the particular contributions of alliances to extended deter-
rence. For broader discussions of deterrence theory, see Zagare and Kilgour (2000) and 
Quackenbush (2011).

3. Morrow (2017) argues for a similar reframing of the debate.
4. See Johnson and Joiner (2019).
5. This is broadly consistent with Gibler (2009), who defines alliances as “a formal 

contingent commitment by two or more states to some future action,” which is consistent 
with the criteria of Leeds et al. (2002), who in addition look at the actual written obliga-
tions taken on by the signatories.
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6. Alliances can also function as a substitute for arms building (Most and Starr 1989; 
Morgan and Palmer 2000; Kang 2020).

7. Quoted in Williamson and Van Wyk (2003, 59).
8. The problem of credibility persists even in the domain of extended nuclear deter-

rence. Here the grave consequences of war are more apparent, but potential challengers 
will still question whether or how a defender will bring its nuclear arsenal to bear in 
defense of an ally (See Fuhrman, chapter 6 in this volume, on credibility in nuclear deter-
rence). Therefore, Henry Kissinger argued that few Cold War crises had their outcome 
determined by the strategic balance of nuclear capabilities alone (Gaddis 2005, 275).

9. We assume that allies generally want to signal the reliability of their commitments 
in order to avoid challenges, although Quackenbush (2011) points to a downside of this: 
when two alliance partners are unequally reliable, the more reliable ally will be a more 
attractive target for military challenges because this minimizes the possibility of a multi-
national conflict.

10. Other scholars, for example, Mercer (1996), are skeptical of the importance of 
reputation.

11. Jervis contrasts this with the deterrence model in which there are no misperceptions, 
and tough policies to deter an adversary are actually warranted.

12. The informal nature of the Entente means it falls short of most definitions of de-
fensive alliances, perhaps contributing to information problems. The arrangement was, 
however, public and seen as reasonably credible, which we believe warrants its discussion 
within this context.

13. This point is based on an insightful comment from Hein Goemans.
14. Levy (1981) also notes that while alliances were often followed by war, the majority 

of wars were not preceded by alliance formation, suggesting alliances were not a central 
cause of war during this time (604–5).

15. The findings also point toward an interesting tension—alliances are most likely to 
incite when they are young, but their terms are most likely to be questioned when they 
age—future work is necessary to unpack how these countervailing forces interact.

16. See Braithwaite and Lemke (2011) and Terechshenko (2020) for measurement-
based analyses of hostility and escalation.
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Chapter Four

Arms Races
Susan G. Sample

Few specific questions about war causation and conflict processes have attracted 
so much public attention and academic inquiry as that of the impact of arms races 
on the likelihood of war. Military spending is highly visible compared to other 
policy choices, and citizens are likely to have a better feel (or think they do) for 
the spending of money than they might for the more abstract or indirect conse-
quences of policies like alliance making. Beyond that, the weapons we associate 
with increased military spending create the most visible damage of war, and are 
the most direct source of fear for most people. Citizens might feel protected or 
threatened by military increases, but one way or another, it is likely they will 
notice and care about arming in a way that makes it the subject of popular politi-
cal debate.

Beyond the understandable public interest, the contemplation and analysis 
of the general role of arms buildups in war by scholars of history and politics 
dates back as far as people have been leaving written records of political com-
mentary. Thucydides cites the growth of the Athenian navy and the power of 
its empire as the primary contributing factor to the Peloponnesian War more 
than twenty-four hundred years ago, there is evidence of competition between 
the Romans and the Carthaginians leading to the First Punic War, and England 
and Spain were in a naval competition at the time of the ill-fated Spanish 
Armada (Stevenson 2016b, 11). In modern times two devastating world wars 
were  followed by a cold war that risked the sustainability of human civilization 
altogether, and these dangers provided plenty of incentive for intense study of 
arms races and their potential consequences.

Theorizing around arms races during the twentieth century largely paralleled 
the political events of the time: different historical lessons were drawn from the 
experience of the two world wars, leading to very different theoretical arguments 
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about the likely consequences of rapid arms buildups. World War I had been pro-
ceeded by conscious and deliberate competitive arms races. Britain and Germany, 
for example, actually had explicit and specific policies of response to each other’s 
naval buildups. Other countries too had built up their militaries before going to 
war with what seemed in retrospect a cavalier attitude, wholly ignorant of the 
devastation before them. From these events, many drew the lesson that those 
arms races had encouraged the behaviors that led to war and that they should 
be avoided at all costs to avert similar devastation in the future. The lesson of 
World War II was just the opposite: if only countries had shown a willingness to 
meet Hitler’s military buildups with their own, the argument went, he might have 
better understood the likely cost of a second world war and been deterred from 
aggression. Arming rapidly and seriously could have spared the tragedy of more 
than seventy million deaths.

These two very different counterfactual lessons about the consequences of 
military buildups then played out on both political and analytical fronts during 
the Cold War. People latched on to the different risks: on one hand, arming lead-
ing to increased hostility and reckless conflictual behavior; on the other, a lack of 
a clear, strong arms buildup failing to signal resolve in the face of opportunistic 
aggression. At stake were the lives of countless millions of innocent people. If the 
wrong policy were pursued, the outcome would be disastrous in a nuclear world.

In the attempt to resolve this theoretical conflict, the larger arming literature 
provides a clear entrée into exploring some of the key questions in political sci-
ence. Studies of arming have examined the way internal political institutions and 
processes determine policy, and they have investigated the link between domestic 
politics and foreign policy choices and outcomes. As a result of the emergence 
of robust and consistent findings around key initial questions, the literature has 
evolved from specific examination of the independent impact of arms races 
to more complex exploration of the way arms policies are embedded in larger 
interactive processes of state interaction. The arms race literature also intersects 
directly with the question of whether political behavior can best be understood 
through theories presupposing rational behavior, or whether incorporation of 
nonrational processes into our systematic analyses gains us valuable additional 
understanding. As a consequence the literature is a microcosm for appreciating 
the theoretical and empirical complexity that can lie at the heart of studying what 
seems at first blush to be a fairly simple question, as well as for appreciating some 
of the real and substantive gains we have made in the past decades in what we 
know about war. It demonstrates well how science advances in the context of a 
web of complex theoretical and empirical relationships.

WHAT IS AN ARMS RACE?

The models for explaining arms buildups tend to divide into three basic frames: 
buildups driven by technological change, by domestic political dynamics, and by 
action-reaction cycles (Stevenson 2016b, 11). While domestic political  dynamics 
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are part of the broader arming literature (Allison 1971, Allison and Morris 1975; 
Cockburn 1983; Stoll 1982; Bitzinger 2010; Chapman, McDonald, and Moser 
2015), arms races have primarily been conceptualized within the international 
relations literature as consciously interactive and escalating arms buildups 
between states. Given the dynamics of the US-Soviet dyad and the incredible 
stakes involved, that case in particular garnered a lot of attention, as did the cases 
associated with the two world wars (Huntington 1958; Kennedy 1983; Miller 
1984; Zagare 1987; Maurer 1992; Stoll 1992; Podvig 2008). Conceptually, as 
an interactive contest between states, arms races were assumed to be embedded 
in a dyadic, conflictual relationship with the buildup itself reflecting high levels 
of hostility. For military increases to be considered a race, the pattern had to be 
unusual, and that unusually high military growth hinted at a potential limit on 
the ability to continue the buildup indefinitely. That potential limit, economic or 
political, formed a kind of deadline that was seen as an additional risk factor in 
the relationship. Faced with an inability to continue spending at that level indefi-
nitely, and absent a major qualitative technological change to “reset the clock,” 
states might feel compelled to act immediately to achieve their objectives, to 
avoid the risk of falling behind in the race and losing their opportunity altogether 
for the foreseeable future (Huntington 1958; Stevenson 2016b, 12).

Many of these ideas were formalized in the models of Lewis F. Richardson 
(1960a). He assumed that the driving dynamics of a country’s buildup could be 
explained by the grievances the country had against the opposing state, the mili-
tary holdings of that state, and the current level of armaments within the country 
itself. The grievances would seem to reflect a variable level of issues at stake, 
their salience, and general historically defined hostility. The military holdings of 
the other state in comparison to one’s own could reflect a comparative power bal-
ance, and the domestic military holdings could also tap into the range of domestic 
economic and political limits on spending. The traditional conceptualization and 
Richardson’s models have face validity—they make a certain intuitive sense in 
the way we generally think about arms races and how they work, and they proved 
fertile ground for the development of testable empirical hypotheses related to 
both the causes and consequences of arms buildups.

That said, this conceptualization also highlights a lot of the complication of 
uncovering the real causes and effects of arming. It assumes an already hostile 
relationship or rivalry between the states, and it embeds or elides questions of 
the impact of a buildup on the distribution of capabilities and on the defense 
burden of a particular state. The problem comes from the fact that these things 
that seem inherent to the concept of an arms race and its consequences may be 
theoretically linked to the chance of war between states independent of the occur-
rence of rapid arms buildups themselves: rivalry, the distribution of capabilities, 
and state defense burdens may well increase the chance of war in the absence of 
rapid arms buildups. As a result much work has been done trying to untangle the 
question of whether the arms race, compared to these other possibilities, was even 
the relevant variable to be examined if the real goal was to make good policy and 
avoid war.
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DO ARMS RACES LEAD TO WAR?

Over time the high-stakes policy dilemma at the heart of the arms race literature 
has provided fruitful ground for systematic and progressive work on arms. The 
empirical question at the center of this analysis was whether arms races increased 
or decreased the likelihood of war. Systematic empirical testing of the relevant 
hypotheses was dependent on the large-scale data gathering and construction that 
began in earnest in the latter part of the twentieth century. As a consequence of 
the scientific shift, we now have relatively solid answers to some of the founda-
tional empirical questions about arms races, and that knowledge has led to clear 
theoretical advances in the very questions we ask about arms races at this point. 
Substantively, we know that arms races are associated with a higher probability 
of states getting into militarized disputes and escalating those conflicts to war 
rather than deterring war. Settling this dispute has enabled a shift toward more 
complex questions that involve untangling the links between arms races and 
other variables in theories of war causation, discerning how arms buildups fit 
into larger processes, and exploring the way the study of arming can contribute 
to larger debates in the discipline.

Answering that initial critical question of whether arms buildups were as-
sociated with an increased risk of conflict demonstrated the complexity with 
what seemed like a fairly simple question. One issue was how to measure arms 
buildups in the first place: as with most variables, there is no perfect measure, 
only ones that prove more generally useful across a range of studies. Attempts to 
measure military buildups through weapons or capital stocks seemed valid since a 
weapon has the ability to do a specific amount of damage and thus would seem to 
reflect a measurable concrete threat. However, the variation in weapons systems 
across countries and years made military capital impractical as a generalizable 
measure for arms buildups; military spending, on the other hand, while a less 
perfect measure of actual military capability, proved useful at signaling national 
intent around military capability, and was far more generalizable as a measure 
across time and space (Ward 1984; Diehl and Crescenzi 1998; Sample 1998, 
2002; Bolks and Stoll 2000).

Employing a measure based on changes in military expenditures, a first dra-
matic empirical finding that linked arms races with an increased chance of war 
was a study by Wallace (1979). Taking militarized interstate disputes (MIDs) 
between major states as his unit of analysis, he found a very strong correla-
tion between ongoing arms races at the time of the dispute and subsequent 
escalation to war. Empirically, however, there were doubts about both the 
way arms races were being measured and the sample of disputes used to test 
the hypothesis since many of the disputes were related to the two world wars. 
Subsequent tests addressing those issues (Altfeld 1983; Diehl 1983, 1985) 
questioned the findings and conclusions altogether when different measures of 
arming and test samples were used; however, since these studies changed both 
variable measures and test samples, uncertainty remained about the answer to 
the basic question.
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Sample’s research (1997, 1998) addressed some of the key methodological 
questions raised. To evaluate the potential impact of the methodological choices 
on the findings, she systematically employed different empirical measures of 
arms buildups to see if that could explain the earlier findings, then evaluated what 
happened to the findings when testing using different samples of militarized dis-
putes. Taking each of these changes in turn allowed her to demonstrate that while 
Wallace’s measure of arms races (itself controversial for various reasons) might 
account for the absolute strength of the relationship he found, his conclusion that 
arms races were positively and significantly associated with war was not a simple 
artifact of his methodology. Moreover, she looked at the patterns of disputes 
that did not escalate. Some were Cold War disputes where one or both states 
had nuclear weapons. She found a clear pattern among the other non-escalating 
disputes: the overwhelming majority of them were between states who did go to 
war within five years as the result of another dispute between them escalating. 
These findings made clear that a real association exists between states engaging 
in mutual military buildups and dispute escalation, though perhaps not as strong 
as Wallace had found.

Resolving that methodological problem simply highlighted the importance of 
a number of theoretical critiques of the studies, including several specific issues 
related to deterrence theory. Studying the impact of arms races has always been 
complicated by the fact that arms buildups are inherently tied to other critical 
variables of interest in conflict studies. The initial theoretical challenges to Wal-
lace’s study centered on the issue of whether it really provided a legitimate test of 
the key questions and assumptions of deterrence theorists who argued that arms 
buildups should not promote conflict but rather deter aggressive behavior. Weede 
(1980) and Wallace (1980, 1982) debated whether an examination of the simple 
correlation between arming and escalation adequately addressed what was for de-
terrence theorists the more significant question of whether a given arms buildup 
represented a status quo power being passed by a revisionist power.

The difference between the arguments can be illustrated easily by thinking 
about different (familiar) interpretations of World War I. On one hand, World 
War I is often thought of as the quintessential lesson in the dangers of arms races. 
While Britain and Germany engaged in a naval race, the competition on the Con-
tinent between the Central Powers (Germany and Austro-Hungary) and the Dual 
Alliance (France and Russia) was at full bore. By 1910 the Russians were rapidly 
increasing their military, and the speed of that change caused explicit reactions 
in Berlin and Vienna, which led to more aggressive buildups by Russia. These 
actions all around produced a series of crises, including in the Balkans, which 
precipitated more reactive behavior on the part of all four countries, linking the 
arms-racing behavior to the ultimate outbreak of World War I (Stevenson 2016a, 
45). It is easy to imagine those arms races as increasing the likelihood that mili-
tarized conflict would escalate compared to a situation where they were absent.

On the other hand, it is also easy to argue that the real problem the international 
system faced was that Germany was dissatisfied with its international status, 
and the arms buildups simply reflected its changing ability to force the world 
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(including, significantly, the dominant United Kingdom) to recognize its power. 
The arms race then is not causing the conflict, but mirroring it. In this case it 
might well be that the focus on the arms race itself simply masked the shift in 
the power distribution that then allowed the revisionist power to feel impunity to 
act aggressively. The fact that arms buildups can shift the distribution of power 
leaves open the question of whether any link between arming and war is the result 
of the arming itself or simply changes in the distribution of capabilities, which 
then provides an alternative theoretical explanation both for the war and for the 
statistical relationship between arming and war. Bivariate tests of the relationship 
simply did not address these distinctions.

It is critical to remember that these are not just esoteric, academic distinctions: 
untangling the web of relationships and understanding the real cause-and-effect 
relationships is necessary to create reasonable policy. If arms races independently 
increase the chance of conflict, then arms control agreements are a rational strat-
egy for decreasing the likelihood of war. If, on the other hand, arms races are 
simply a mechanism for shifting the distribution of capabilities, or simply reflect 
the underlying relationship and do not have an independent impact on the chance 
of war, then arms control agreements can be likened to treating the symptom of 
a disease and not dealing with the real ailment (Kydd 2000). For Weede’s (1980) 
critique in particular, the political problem would not be that there was an arms 
race between the two states, but rather that the status quo country had not spent 
enough to prevent the revisionist one from being in this position—a very different 
implication for policy.

A second theoretical problem is that by looking at the impact of arming on 
disputes, deterrence had already failed before the test began. Fearon (1994b) 
had previously argued that the problem with addressing the question of whether 
arms races encourage militarized disputes to escalate was that the test missed the 
possibility that arms buildups deterred disputes from occurring in the first place. 
The disputes that then did occur only happened because one or both states had 
already chosen to escalate to the dispute in spite of the known threat presented by 
the arms buildup of the other state. This selection created a biased sample for the 
test and thus would hardly make for a proper test of deterrence theory since, by 
selection, the states had not been deterred. Addressing this possibility required a 
test of whether prior arms buildups were associated with dispute occurrence in 
the first instance, not escalation once they had occurred. Sample (2002) tested 
this possibility by looking at the relationship between mutual arming in dyad 
years and dispute occurrence, and found a positive relation here as well: when 
both countries in a pair of states engaged in an unusual arms buildup, that dyad 
was nearly twice as likely to experience a militarized dispute in a given year. 
The relationship was not evidently simply an artifact of states overcoming a real 
deterrent effect to select into the dispute.

The question of whether arms races were masking shifts in the distribution of 
capabilities, or a revisionist country having new power to advance its interests 
through war, required a shift from bivariate to multivariate testing. It also necessi-
tated a fundamental expansion of the data beyond the original focus only on major 
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states. By only examining major states, earlier studies risked a real selection effect 
that any conclusion they drew about arms races or any other variable was really 
a reflection of the way a small group of major states at a particular point in time 
interacted among themselves, and not really a theoretical conclusion about conflict 
processes more generally.

To address this problem, Sample (2000, 2002) gathered data on all states, both 
major and minor, for all years from 1816 forward. Beyond that, she divided the 
data by era (1816–1944 and 1945–1993) and ran the tests separately on each. 
One of the assumptions of using the whole Correlates of War period was that the 
structure of the system did not change enough to impact conflict processes; by 
dividing the data, that assumption became empirically testable. In this case the 
new structure of the test allowed her to determine if the post–World War II era 
(because of bipolarity, nuclear weapons, or something else) was significantly 
different from the previous period. And, finally, she designated disputes by those 
including only major states, only minor states, and mixed dyads.

She then incorporated variables intended to address different power-based 
explanations for the correlation between arming and war, including whether or 
not the states were at power parity (from the balance of power/power preponder-
ance debate), power transitions (which should get to Weede’s critique as well as 
reflecting power transition theory’s argument generally), and whether there had 
been a rapid approach toward parity (getting at the question of whether the arms 
race might be destabilizing the relationship because of the speed of the change).

The results of the tests indicated meaningful distinctions in conflict processes 
around arms races and changes in the distribution of capabilities when account-
ing for the historical era and the status makeup of the dyads. Arms buildups were 
strongly and significantly related to war for disputes between major states and 
between minor states through World War II, but not after. The capabilities vari-
ables, in contrast, showed much weaker relationships when they were significant: 
power parity was significantly related to dispute escalation for major states before 
World War II, and power transitions were related to escalation for minor states af-
ter World War II, but in other cases the capabilities variables were not significant. 
Critically, accounting for changes in the balance of capabilities due to arming did 
not undermine the robust relationship between arming and war. Arms races were 
not simply reflecting or masking power shifts.

EMBEDDING ARMS RACES IN HISTORICAL PROCESSES

The resolution to the basic empirical question of whether arms races really were 
independently related to the occurrence and escalation of disputes immediately 
shifted the ground of the research. Arms races in these tests, and in much of the 
debate of the twentieth century, had been treated as theoretically central to the 
conflict dynamic, certainly by those concerned that arms races could lead to war. 
That centrality was reflected in case studies and was reinforced by the (necessary) 
empirical testing used to isolate the impact of arms races (and other variables). 
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Methodological choices that treated dyadic disputes as independent cases, a 
choice that has legitimately advanced what we understand about arms races and 
other variables in conflict processes, can have the curious impact of bracketing 
out history for methodological simplicity. Bringing that history back in while 
maintaining scientific rigor has been critical to theoretical advance in how we 
think about the role of arms races in conflict processes.

As soon as the statistical relationship between arming and war was convinc-
ingly isolated, the larger processes in which arming is embedded immediately 
retook the foreground in our studies. Both the steps-to-war and rivalry theses 
offered theoretical reintegration of historical process with the scientific orienta-
tion of recent decades through arguing that individual events such as militarized 
disputes are incidents occurring within larger ongoing relationships between 
states. The theories then offered different explanations for the role of arms races 
within that larger process.

Steps-to-war theory (Vasquez 1993, 2009) argues that the association between 
arms races and escalation to war is a significant causal link in a chain of inter-
actions between states. For a variety of reasons states tend to pursue realpolitik 
solutions to territorial conflicts, and are thus likely to seek allies and build up 
arms in an effort to advance their chances of winning recognized and uncontested 
sovereignty over the contested territory. While perhaps intended to signal resolve 
and deter the opponent from escalation of the conflict, the real impact of these 
policy choices is to make further militarization likely, including more disputes, 
the domestic empowerment of hard-line political actors, the possible generation 
of real rivalry, and war. For states in conflict, choosing to rapidly build arms di-
rectly increases the chance of war between the states. This dynamic and the role 
arms races play in it is evident for disputes over any issue, but the probability of 
war is greater with territorial disputes because those disputes are more conflict-
prone in the first instance (Senese and Vasquez 2008). Arms races are embedded 
in a causal chain that depends on increasing levels of hostility as states interact 
with one another over time, with each step independently and in combination 
increasing the probability of war. If some diplomatic intervention or other event 
halts the iterative move toward increased conflict, the chance of war decreases.

The territorial dispute between Pakistan and India over Kashmir and Jammu 
has precipitated several wars, including one in 1965, as well as multiple near 
misses such as the crisis over Pakistan’s capture of an Indian pilot in 2019. In 
the early 1960s multiple diplomatic attempts to resolve the ongoing conflict 
over Kashmir had failed, and repeated militarized conflicts led Pakistan’s lead-
ers to think that Pakistan had a chance at victory in what they estimated would 
be a localized war, assuming as they did that the Kashmiris themselves would 
rise up in rebellion against Indian rule. Both states engaged in rapid military 
increases in this period, though they were not solely reflective of this specific 
dyadic conflict: Pakistan, seen as a strategic link to the central Asian USSR, 
was the recipient of considerable American aid, and India, reacting to its 1962 
war with China, initiated a large buildup in the wake of that conflict (Chaudhuri 
2016, 239). Despite their multicausal nature, these military buildups increased 
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the chance of escalation, almost certainly contributing both to Pakistan’s belief 
that it had a real chance of victory, and to the likelihood that India would not 
keep the conflict localized to the Kashmir region (the very thing Pakistan was 
banking on) (Paul 2005a).

In contrast to this formulation, the rivalry research argued that the relationship 
between arming and war was not primarily causal (Diehl and Crescenzi 1998). 
The research on rivalry held that much of the literature empirically testing the 
relationship between different variables and war had turned into a classic case of 
missing the forest for the trees. Between breathing the air of realism arguing that 
all states face the same struggles in anarchy, and making methodological choices 
like treating disputes as independent cases, scholars had ended up leaving un-
recognized, or at least undertheorized, a strong and clear pattern in international 
conflict: the fact that violent conflict was not randomly distributed through the 
international system, but rather was taking place among the same states repeat-
edly. And it was that pattern that was theoretically critical to understanding war 
(Diehl 1998; Diehl and Goertz 2000; Colaresi, Rasler, and Thompson 2007).

In this context arms races might be part of the larger historical relationship of 
a pair of states in rivalry, but the rivalry itself should be considered central to the 
investigation of conflict processes. Rivals see each other as the enemy by defini-
tion, and have both a history of conflict and an expectation of future conflict. In 
rivalry states will exhibit a range of behaviors reflecting that enmity, including 
a range of competitive policies, and those intended to prepare for possible war, 
like arms races. The rivalries between Israel and its Arab neighbors are useful 
examples here. The rivalries were the result in the first instance of an original 
determination by Jews in Palestine to create a state, and they can be dated from 
Israeli independence. All subsequent behavior in the rivalries, including arms 
races (both sides were generously supplied by the superpowers through years of 
shifting alliances), and the multiple wars that ensued, reflected that initial enmity 
(Kober 2016, 209–12).

The core argument of theories of rivalry has critical implications for how 
we understand the relationship between arms races and war, including the pos-
sibility that the empirical relationship between arming and war might well be 
theoretically trivial if not entirely spurious (Diehl and Crescenzi 1998). While 
this possibility was addressed directly in the rivalry literature, it also indirectly 
reflected much of the debate around arms races during the Cold War. Many of the 
arguments in favor of deterrence as policy were really arguments about the nature 
and policy implications of rivalry. Arguments in opposition to focusing political 
attention on arms reduction efforts often argued that such policies were pointless 
because the arms race was spurious (Kydd 2000)—as long as the underlying 
rivalry between the United States and the Soviet Union continued, reducing arms 
of a particular type or in a particular moment would not substantially affect the 
chance of war between them. And, in the case of the Arab-Israeli conflict, the 
probability of war has likely declined, not because the arms races have subsided 
(they have not), but because the United States is the sole superpower patronizing 
all the parties and discourages escalation between them, and the conflict between 
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Iran and its Sunni rivals is diverting attention from and overshadowing that origi-
nal rivalry between Israel and its neighbors (Kober 2016, 221).

The intersection of these issues highlights the way that the arms race literature 
provides an excellent reflection of conflict studies as a whole. The stakes are 
high in political terms, and our understanding of the key variable is sufficiently 
wrapped up with other critical concepts that empirically untangling the threads 
to get to the different theoretical arguments is challenging, but is also absolutely 
critical to understanding how conflict processes work and making appropriate 
policy. In reality, arms races have typically been conceptualized as happening 
among rivals, though the language was not necessarily used; the unusually intense, 
competitive, and interactive nature of the conceptualized relationship is difficult to 
imagine outside of an ongoing hostile relationship between the states. Despite the 
definition, however, it is also true that most of the empirical testing evaluating the 
role of arming in conflict did so using test designs and variable measures that were 
absent any requirement for demonstrating that the countries were in fact intention-
ally competing and engaging in interactive behavior. As a result the studies were 
evaluating mutual military buildups that might or might not be actual arms races.

These methodological choices are important because they mean that while we 
knew that arming was related to war, it was still unclear why. It remained to be 
seen if the statistical relationship with war might simply be a statistically spurious 
artifact of the rivalry causing a range of behaviors, including both arms races and 
war; if arms races provide an additional venue for competition between already 
hostile states and thus interact with rivalry to increase the chance of war between 
rivals; or if awareness of mutual arms buildups can cause threat and hostility 
between states and thus increase the chance of war, even if those states are not 
rivals. Obviously the answer to this question has important implications for both 
scholarship and policy considerations.

These critical questions were approached from different directions. Gibler, 
Rider, and Hutchison (2005) specifically operationalized arms races on criteria 
based on their demonstratively being actual arms races as traditionally concep-
tualized, not simply mutual military buildups. To meet that conceptualization 
the countries had to be rivals, they had to meet an 8 percent per year military 
expenditure growth rate for three years (a common measure), and there had 
to be historical evidence of intended arms competition. This formulation then 
provided a means of controlling for the possibility that the relationship between 
arming and war found in prior research was spurious, as well as settling the nag-
ging question of whether mutual military buildups (the indicator most research 
had used to measure arms races) might somehow have a different effect on war 
than historically verified arms races. The study concluded that the relationships 
between arming and war found in previous studies still held. Rivals experiencing 
arms races were more likely to both experience disputes and go to war than rivals 
who were not (even though most wars among rivals did not have attendant arms 
races). Rider, Findley, and Diehl (2011) also found that arms races were more 
likely to happen in rivalry, but a modest positive relationship remained between 
arms races and war once rivalry was accounted for.
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Another methodological option for approaching these questions is treating 
rivalry as a control variable to test the relationship between arming and war. 
This achieves the purpose of testing whether the relationship is spurious while 
allowing for the possibility that arms buildups outside of rivalry are not trivial 
events. In their multilayered testing of the steps-to-war thesis Senese and Vasquez 
(2008) treat rivalry in this way, and find that the probability of war increases with 
the addition of each step, including arms buildups, even in the absence of the 
dyad ever meeting the criteria of a rivalry. Sample (2012) too finds that mutual 
military buildups are related to escalation among non-rivals as well as rivals. An 
examination of the specific cases where there was a mutual buildup but no rivalry 
reveals different sorts of cases. In some cases two parties were preparing to join 
a larger war (World War I or II), but they were not directly in conflict with each 
other (though sometimes they were in dispute with an ally of the other party). In 
other cases the specific source of the mutual buildup is not clear (and may well 
be related to domestic politics), but it is then part of the context of subsequent 
militarized disputes between the states. For example, Kwame Nkrumah was over-
thrown in Ghana in 1966 in a context in which several states, including Ghana 
and Guinea, were engaged in military buildups. His overthrow and Guinea’s de-
sire to reinstate him led to multiple disputes involving the two countries as well 
as other regional states.

Further, there were multiple cases where there was an active territorial claim 
and the dispute ended up either in war or takeover of the weaker state of the pair 
by the stronger. A complex territorial conflict over Albania between that country, 
Italy, and Greece involved mutual military buildups all around, but no declared 
rivalry within any pair. It ended with Albania’s capitulation to Italian occupation 
in 1940 and to war between Italy and Greece in the same year (Sample 2018a) 
Germany and Lithuania were engaged in mutual military buildups and opposition 
before Lithuania was occupied by the Soviet Union in 1939, and Finland and the 
Soviet Union were not official rivals in the lead-up to the Winter War, though they 
were mutually arming and had decades-old territorial disputes (Sample 2018a). In 
all of these cases the relationship between the states follows the pattern proposed 
by the steps-to-war theory, including arms racing, though the relationship never 
reached the threshold of rivalry, and thus would be discounted in studies of rivals 
alone. The evidence indicates that arms races are more likely among rivals, but 
these findings suggest the likelihood that the arming process itself affects the 
relationship between states even in the absence of rivalry and is worth exploring 
in those cases, a conclusion that would make theoretical sense given the theorized 
step increase of the steps-to-war theory as well as the premise of the hostile spiral 
argument regarding arms races.

It is an unavoidable truth, however, that arming policies are expensive. States 
cannot undertake them lightly. Ongoing military buildups can have a negative 
impact on a country’s economic growth, and as a highly visible policy, they can 
bring direct political costs as policymakers have to deal with publics who object 
to guns-versus-butter types of trade-offs (Barnett and Levy 1991; Kang 2020). In 
the case of rivalry leaders are likely to pay fewer political costs, and the policy 
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will be more generally accepted because they can build a ready defense for the 
necessity of the policy (Rider 2013). Few other circumstances warrant choosing 
such a costly policy. Unstable domestic politics in a regime where a leader might 
direct the use of force toward his or her own population could do it, though it is 
an open question as to whether that would have any international ramifications 
at all. It is arguable, however, that in international relationships any conflict be-
tween states with high enough salience should satisfy the dual need for perceived 
necessity of the policy and political justification. Territorial disputes, given their 
demonstrated propensity to violence, clearly fit those criteria. The relationship 
between territorial disputes, arming, and war has been demonstrated through 
several lines of research related to the steps-to-war theory.

In an attempt to unravel the complex relations between arming, steps to war, 
rivalry, and territorial conflict, Sample (2014, 2018a) traced the history of forty-
two cases in which territorial conflicts had led to war. She argued that previous 
statistical studies had incorporated the critical variables and demonstrated their 
correlation with war, but had failed to clearly examine the timing of the emer-
gence of the different elements of the conflict. The methodology of those studies 
made it effectively impossible to determine if arming and other steps to war were 
causing the conflict, or if rivalry was shaping all of those choices. Tracing the 
historical patterns of each case would allow us to make those distinctions and to 
more directly examine each of the theoretical claims. If rivalry came before the 
other steps in a case, then clearly it is impossible to refute the idea that rivalry 
is the primary element of the relationship, causing the other “steps.” Likewise, 
if rivalry followed the other steps, then it is logical to conclude that the conflict 
process could not be explained primarily by rivalry.

Sample’s findings indicate that part of the long-standing controversy over the 
relationship between arming and war may be the result of arms races legitimately 
playing different roles in different types of conflicts. In the cases of territorial 
disputes it was clear that discernible patterns emerged in cases that represented 
multiple causal paths to war. There were both clear categories of cases where 
the timing of the emergence of the policies in the historical relationship between 
states directly reflected the theoretical argument of the steps-to-war thesis, and 
those where rivalry preceded all other variables. Among the former, Cambodia 
and Vietnam had a two-way territorial claim from 1954 that led to politically 
relevant alliances in addition to concrete military buildups, multiple territorial 
disputes, and war in the 1970s, even before they were officially rivals. In contrast, 
the relationship between Egypt and Israel was characterized by intense rivalry 
immediately, and that rivalry included relevant alliances as well as arms buildups 
and multiple wars. These different paths indicate that in some cases arms races 
can be understood as impacting the likelihood of states taking further steps to-
ward war, and in some cases the arms race may be at least partially an effect of 
the underlying rivalry.

Collectively this research allows us to conclude that arms races increase the 
chance of war between states, though they also almost certainly must be under-
stood in the context of larger conflict processes. The implication for policymaking 
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would seem to be that policies directed toward arms reduction can be usefully 
employed to reduce the probability of war between states in conflict or manage 
the level of conflict over time, but that arms reduction should not be thought of as 
the primary tool for ending that conflict in most cases. Diplomatic efforts directed 
at resolving the underlying territorial or other issues at the heart of the conflict are 
critical for long-term conflict resolution.

ARMS RACES AND RATIONALITY

While the arms race literature has convincingly answered many of its originating 
questions, an unanswered theoretical debate at the heart of that puzzle is relevant 
to our studies of political behavior more generally—the extent to which the po-
litical outcomes we see are best explained while maintaining the assumption that 
political behavior is inherently rational. A key disagreement in the arms race de-
bate has always been the question of whether arms races introduce a nonrational 
dynamic into the dyadic relationship between states that leads them to choose war 
neither explicitly intended before the final escalation. This notion reflects com-
mon understandings of World War I, among other events, associated as it is with 
arms races (like that between Germany and the United Kingdom) that seemed 
more about status conflicts than specific rational attempts to guarantee security 
or control the system. To some extent, shifting our focus toward the larger histori-
cal processes in which arms races are embedded may suggest an acceptance of 
psychosocial or nonrational processes in the historical relationship between states 
in conflict. Rivalry, for example, seems to be more than just the sum of its parts; 
states come to see each other as “the enemy” in ways that would seem to owe as 
much to social construction as to salient conflicts over specific issues. Steps-to-
war theory assumes that the political context in which each decision is made is 
shifting toward increased hostility or an increased belief that further escalation is 
necessary and proper, which may or may not reflect rational calculations of any 
reasonable sort; hard-liners gain power for reasons related to the political and 
emotive appeal of hard-line rhetoric against the other state, not because that is the 
only choice possible given rational calculations.

Many of our traditional theories have assumed, however, that state behavior is 
inherently rational and that states have clear interests and pursue them system-
atically through cost-minimizing strategies given the information available to 
them in the context, with missing information then providing the explanation for 
decisions that were disastrous in hindsight. Deterrence theory reflects important 
elements of the rationalist framework for understanding arming policies: arms 
races are dramatic and visible, certainly, but fundamentally, they are attempts 
to manage or shift the balance of capabilities. That was the premise behind the 
initial debates between Wallace (1980, 1982) and Weede (1980) in the wake of 
the former’s original finding linking arms races and war. The arms race literature 
has always represented a clear problem to the rationality assumption and this 
formulation of the interstate dynamic during arms races. If we assume that states 
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intend to deter opponents with their arming policies and should rationally be 
deterred, the link between arming and war indicates that the outcome is quite dif-
ferent from the intention, which is a problem for the theory, and empirical testing 
demonstrates that this connection remains true even when accounting for shifts 
in the capability distribution.

It can be argued that the security dilemma can account for the seemingly 
nonrational outcome. The essence of the dilemma is that states face threats and 
engage in behavior that seems rational in the short term, but has unpredictable 
and even nonrational long-term consequences. The security dilemma alone, 
however, is unsatisfying as an explanation for arms races because it points to a 
general threat in the system that may explain why states typically arm, but not 
why their arming policies vary enormously from one time period to another. The 
rarity of unusual arms buildups requires a more precise pinpointing of when and 
why states make such a costly decision, and that is where rivalry and territory (as 
a demonstrably highly salient issue) come in. Still, narrowing the circumstances 
for arms policies explains why states engage in arms buildups at particular times, 
but not how something intended to manage conflict leads so often to escalation. 
The question of why remains.

One solution is that the behavior and outcomes can still be explained through 
rational behavioral choices understood in a more complex way than the basic 
maintenance and manipulation of the distribution of capabilities. Rider (2013) 
argues that consideration of when states arm is critical to understanding why they 
overcome the dual cost of expense and the known inherent risk of the arming 
policy. In his analysis rivalry provides the context of a specific threat that legiti-
mates the cost, though arming is still expensive, and rivalries can continue for 
decades, leaving the question of why nations arm at some times and not others.

The missing piece is the other element of the rationalist argument regarding 
arming: signaling (Fearon 1994; Rider 2013). For deterrence to work, states must 
have an idea of both the capability of the enemy and their resolve. Uncertainty 
about either requires “testing” behavior to gain that information. The onset of an 
arms race in this formulation suggests that a country is missing information either 
about capability or resolve, and the arms buildup is intended to give a country that 
information. In the 1920s and 1930s, when there was both pressure toward naval 
racing and pressure to avoid war, British naval diplomacy emphasized transpar-
ency and information exchange about naval building programs as part of its bal-
ancing act between arms control and arms racing in the interwar years (Maiolo 
2016, 114), suggesting it was deliberately intending to make the information 
about capability and intentions clear to stabilize its relationships.

It is arguable that capabilities are likely to be more generally known, but 
resolve can be more or less clear. Rider (2013) argues that uncertainty about re-
solve, and a lack of prior information that answers that question, are most likely 
when a new leader comes to power. A new leader may be an unknown quantity 
and therefore needs to signal resolve to the rival state. Alternatively, a rival state 
may want to test the resolve of the new leader. In either case a new leader intro-
duces an element of uncertainty into a high-stakes situation, requiring a specific 
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policy to resolve that uncertainty. An arms buildup is a clear signal on the part of 
either state, and may well be reciprocated in a high-stakes situation.

If the goal is signaling, then the resolution to the lack of information should 
decrease uncertainty and the chance of war, but we know that is not the case. 
Rider (2013) argues that this is because arms races by their nature alter countries’ 
preferences for war and peace because they inevitably change state power and 
preparedness, thus affecting the chance of victory in case of war. Arming may 
increase their chance of victory, but not enough to deter or invoke capitulation 
by the opposing state, so war becomes more attractive, especially given the fact 
that resources are finite and arms races are costly. He thus contends that war is 
not the result of a hostile spiral, but of the shift in state preferences over time due 
to the arming.

While incorporating signaling is a valuable addition to understanding the pro-
cess, it is not clear that it resolves the question of whether nonrational dynamics 
are at play beyond the rational calculations of states regarding their preferences 
for war and peace. It makes sense that arms races can alter the relative capabilities 
of a state and its defense burden and thus change the preference for war. Those ar-
guments have been central to the debates within the arms race literature from the 
beginning. If the only escalations in the context of arms races are in cases where 
there is also a power transition or a shift toward parity—both of which offer a 
clear signal that the costs and benefits of war have changed because of the arms 
race—then this outcome would suggest that the assumptions of rationality offer 
the best explanation of how arms races are related to war outcomes. Empirical 
testing, however, has shown that while those shifts in the distribution of capa-
bilities (measured by changes in relative power balance, power transitions, and 
rapid movement toward power) have some explanatory value in explaining which 
disputes will go to war, the link between arms races and war clearly exists when 
these variables and defense burdens are accounted for (Sample 2002, 2012).

The alternative explanation for why something intended to avoid conflict dis-
proportionately leads to war is that the link between arms races and war is best 
explained by nonrational elements in the interaction between the states engaging 
in the arms race. Policymakers themselves have never been convinced that the 
process was an entirely rational one: Soviet premier Khrushchev, in 1961, in the 
wake of a missile test that resulted in a Soviet missile going far off course, imag-
ined that such an accident could easily result in misinterpretation and escalation 
to war. He feared that the psychological stresses in circumstances of declared 
emergency situations would make it impossible for a leader to realistically 
choose between whether a hostile act was the result of intention or accident, and 
war could be the outcome (Radchenko 2016, 166). Other nonrational dynamics 
are captured in the theoretical framework of the hostile spiral argument of the 
security dilemma, and findings about cognitive biases in decision making from 
psychology (Jervis 1976, 66–68; 1985). In the hostile spiral argument one or 
both states in a dyad build up their arms, perhaps motivated by a specific security 
concern. The state(s) see(s) the increase and assumes, rightly or wrongly, that it 
is the center of the other state’s planning, and thus feels increasingly threatened 
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and commences or increases its own buildup, thus precipitating an arms race that 
independently increases the chance of a conflict, even when such a conflict was 
not rationally intended.

McDermott, Cowden, and Koopman (2002) tested several specific hypotheses 
related to rational and nonrational elements in decision making, including the 
role of uncertainty around capabilities and the impact of framing and perceived 
hostility on arming choices. Uncertainty about capabilities would plausibly offer 
a rational explanation for the emergence of a hostile spiral. In contrast, evidence 
from prospect theory suggests that decision makers respond very differently to 
objectively identical questions when they are framed differently, suggesting that 
people do not in fact process information in ways expected by rationality theories. 
The authors ran a laboratory simulation game with university students making 
decisions on military expenditures, manipulating four variables that would relate 
to signaling/rationality: the frame of the situation, uncertainty over the character-
istics of the weapons, uncertainty over the overall capacity of the weapons, and 
the tone of the messages themselves (hostile, conciliatory, or neutral). They found 
that uncertainty over the nature of weapons systems and their capability was not 
in fact related to the choice to allocate more money to weaponry.

They further found, however, that the initial framing of the problem and the 
tone of the messages both were significantly related to the decision to increase 
military spending among the experimental subjects (McDermott et al. 2002). 
When the subjects were told that their country must attain superiority rather than 
parity, that frame drove decisions independent of other factors, and messages 
perceived as hostile led to increased spending. Other evidence suggests that 
the hostility of the messages itself may not be objectively understood: in their 
historical study of decision making around the commencement of World War I, 
Holsti, North, and Brody (1968) found that the countries involved in the initial 
conflicts misread behavior and messages from their opponents as more hostile 
and deliberately challenging than they were likely intended, and responded with 
more escalatory language, precipitating increasingly hostile responses until war 
became seen as inevitable.

This evidence indicates that nonrational or psychological dynamics are at play 
in the decision to build up arms in the first instance, and potentially also in the 
role they play in moving small conflicts into full-scale confrontation or war. The 
results certainly suggest that the rational formulations of the process are not cap-
turing all of the political dynamics in the arming process. Teasing out the rational 
and nonrational components of the process may require more in-depth analysis 
of specific cases and their interactive trajectory.

QUESTIONS WORTH THINKING ABOUT

While many of the originating questions in the arming research have largely been 
settled, several logical avenues remain to explore for future research regarding 
arming processes and their impact on war. One is the aforementioned question of 
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the interplay of rational and nonrational elements in political processes, and the 
way that manifests particularly in arming policies. History tells us that politicians 
themselves have been concerned about the risk of misperception and accident in 
conflict dynamics, and the empirical evidence demonstrates that while rational 
calculations of the changing chances of victory may play a role in moving from 
arms race to war, they do not solely account for the multifaceted impact of arming 
behavior. Understanding how these different dynamics work may require new hy-
potheses or careful, theoretically informed analyses of particular cases. Address-
ing specific cases may allow us, for instance, to tease out distinctions between 
arms buildups that are produced for general signaling objectives and those that 
arise specifically from hard-liners coming to power with the intention to escalate 
from the current state of the dispute. Tracing of particular cases might also allow 
for an historical accounting of the intentions of leaders and their calculations 
regarding the likelihood of victory that would give us a fuller understanding of 
the interplay between rational calculation and nonrational dynamics at play in 
crisis situations.

Another path worth considering is whether state arming policies are worth 
exploring outside of the context of rivalry and/or territorial conflicts. We know 
that mutual buildups are rare outside of these circumstances, though there is some 
evidence that they may be linked to conflict in these cases as well (Sample 2012). 
We also know that there are cases where there were unilateral buildups, but not 
mutual ones. Are these cases theoretically relevant in international relations? The 
literature has largely dismissed them because they do not meet the conceptual 
definition of an arms race. However, if arming has an independent effect on state 
relations, then prematurely dismissing it may result in lost information. Arming is 
certainly a high-cost policy, but outside of international conflict states may initi-
ate military buildups for domestic reasons. Could buildups driven by domestic 
dynamics affect relationships with contiguous states, potential rivals, etc.? This 
question of course gets to the bigger issues of the links between domestic and 
international politics. The literature on civil war addresses numerous ways that 
civil wars can spill over into other states such as movements of arms, refugees, 
transnational learning, etc. (Forsberg 2016), but it may be worth thinking about 
the way a policy like arming can have spillover effects into a country’s foreign 
relations as well.

Regional or neighborhood effects as well as network effects of arming might be 
worth investigating here as well. There are historical circumstances when nearly 
every country in a region is engaged in high levels of arming simultaneously. 
This is the case with Central America in the 1970s and 1980s (driven largely by 
internal factors) and with the former Soviet countries at the turn of the twenty-
first century. Multiple countries in Southeast Asia have had high levels of arming 
from the 1960s until well into the twenty-first century. Questions regarding both 
the causes and effects of these regional dynamics might well be addressed, in-
cluding asking whether the regional arming patterns have any discernible impact 
on dispute behavior, or are just reflective of the complex conflict dynamics of 
the region, such as the multifaceted territorial disputes over the South China Sea.
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Finally, it may be worth circling back to Huntington’s distinction between 
qualitative and quantitative buildups and the role of technological change in 
arms races. With intense state interest in technology changes in cybertechnology 
or militarization of space, would races in these venues stabilize or destabilize 
relationships between participating states? Presumably, Huntington’s conclusion 
would suggest that arms races would constantly be starting anew as each qualita-
tive change in technology occurs, and rivals would never feel at risk of permanent 
disadvantage, but in light of rapid technological advance, the ideas might be 
worth exploring in a new century.

As suggested in the beginning, the literature on arms races provides an excel-
lent entrée into the scientific literature on conflict processes. The political stakes 
are high: the theoretical arguments regarding the causes and consequences of 
arms races lead to very different implications for appropriate policies to reduce 
the occurrence of international violence, and the costs of getting it wrong are 
potentially disastrous. A number of deeper questions require continued research, 
but this literature is also a case where we can absolutely say that we have sig-
nificantly advanced the frontier of knowledge on this issue. We know that arms 
races do independently increase the probability of conflict; we know that this 
independent effect is also typically occurring within a larger rivalry or ongoing 
conflict over a highly salient dispute over territory. We can also assert that politi-
cal interventions in favor of arms control are likely to be valuable moderating 
influences on the risk of violent conflict, even while we may best think of them as 
measures intended to buy time for concentrated diplomatic intervention to resolve 
the territorial conflict or underlying issues that define the rivalry. The more we 
know about war, the more confident we can be in crafting policy that makes the 
world safer—and that the scientific study of arming has taught us a great deal.
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Chapter Five

Rivalries and Crisis Bargaining
Seden Akcinaroglu and Elizabeth Radziszewski

INTRODUCTION

How do international rivalries affect crisis bargaining, both the escalation to 
war and de-escalation? Crises are defined as “disputes where at least one of the 
participants threatens another with the use of armed force” (Leng and Wheeler 
1979, 655) or, in other words, where at least one party to the conflict indicates 
willingness to go to war over its interests (Leng and Singer 1988, 159). Crisis 
bargaining or action states take to influence each other’s behavior during these 
serious disputes (Leng 2000) leads to challenges in finding a mutually accept-
able settlement that would make de-escalation possible. Individual, domestic, 
and international dynamics as well the saliency of the contentious issues affect 
the extent to which the dispute is likely to escalate, while the existence of shocks 
creates an opening for improvement in enemy relations with the potential to ease 
bargaining challenges. When a crisis escalates it may involve, for example, addi-
tional threats to use force, the use of force that results in casualties but falls short 
of a full-blown war, or the breakdown of bargaining that ends in war. War, as 
the worst outcome, refers to sustained combat involving organized armed forces 
that results in either one thousand battle-related deaths (Sarkees and Wyman 
2010) or, as other scholars have adopted in the quantitative conflict literature, 
twenty-five battle-related deaths (Gleditsch et al. 2013). While all states experi-
encing a crisis with another state are likely to face constraints during bargaining, 
rivalries—defined as militarized competitions that could endure over a course 
of many years (Diehl and Goertz 2000), or as competitive relationships where 
rivals perceive each other as enemies and a source of threats that could become 
militarized (Colaresi, Rasler, and Thompson 2007)—in particular, have a unique 
impact on crisis bargaining.1 Focusing on rivals as unique antagonists merits 
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 special attention. Disputes involving rivals likely involve multiple issues, more so 
than those between non-rival states, which amplifies bargaining failures (Colaresi 
and Thompson 2002; Mitchell and Thies 2011). Rivals also face a higher risk of 
military disputes than other pairs of states.2 In the past two centuries rivals have 
been responsible for 80 percent of interstate disputes and wars, and their warfare 
is directed toward each other rather than randomly (Maoz and Mor 2002; Rasler, 
Thompson, and Ganguly 2013).

The rivalry approach to explaining crisis bargaining implies that pairs of states 
that see each other as rivals are likely to perceive their confrontation as deserving 
of special attention. They approach their interaction under the shadow of preexist-
ing hostility. Whether the hostility involves prior militarized disputes (Diehl and 
Goertz 2000) or nonmilitary ones, many, though not all, rivals see each other as 
threats to national security (Hensel 1996b), with the potential to inflict future 
damage to the state’s interests (Rasler, Thompson, and Ganguly 2013). Thomp-
son (1995), for example, focuses on principal rivals that identify each other as 
primary threats to national security. Diehl and Goertz (2000) identify enduring 
rivalries or states that have experienced at least six militarized disputes over the 
course of at least twenty years as particularly dangerous. Finally, conflicts among 
rivals are linked and repeated over time (Klein, Goertz, and Diehl 2006). Crisis 
bargaining between rivals thus has a different situational background than bar-
gaining between states that do not specifically see each other as competitors or 
rivals that have not fought any militarized disputes.

What are the conditions under which the context of rivalry results in crisis 
escalation? And how does international rivalry impact crisis de-escalation? This 
chapter relies on the frequently utilized levels of analysis analytical approach 
to explaining outcomes in international relations. Introduced by Kenneth Waltz 
and modified by J. David Singer, the analytical framework makes sense of 
phenomena by looking at three sources of explanations, individual, domestic 
(state), and international. Other levels, such as the dyadic level, have also been 
utilized (Mingst 2004). In this chapter we examine how individual, domestic, 
dyadic, and international dimensions of international rivalry reduce bargaining 
challenges between states. Additionally, we consider the effect of issues and 
shocks in international rivalry. Collectively these factors have played a role in 
increasing and sustaining rivalry and thus creating the milieu of suspicion and 
distrust under which crisis bargaining takes place. Furthermore, as a crisis may 
unfold over the course of months, individual, domestic, and international forces 
as well as domestic and systemic shocks and specific types of issues may create 
additional constraints or opportunities that explain conditions under which inter-
national rivalries affect the outcome of crisis bargaining. We present a review of 
the existing research on how these rivalry characteristics impact crisis bargain-
ing (Table 5.1), both escalation and escalation, and then bring many, though not 
all, of these factors together to empirically examine their significance for crisis 
bargaining from 1918 to 2011. The chapter also highlights promising avenues 
for future research on understanding how international rivalries impact crisis 
escalation and de-escalation.
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Table 5.1. A Summary of the Literature on Escalation/Deescalation in Crisis 
Bargaining among Rival States

Variables Expectation Citation

International and Dyadic Factors

Capabilities Symmetric power Escalate Leng 2000
Asymmetric power Escalate Colaresi, Rasler, and 

Thompson 2007
Weak actor Weak actor as the trigger Escalate Clare and Danilovic 2010
Multiple actors Number of crisis actors

Number of all actors 
involved

Escalate
Escalate

Gochman and Maoz 1984; 
Brecher 1993; Colaresi and 
Thompson 2002

Superpower 
involvement

Superpower intervention Escalate Leng 2000

Resolve Hostile threats Escalate Clare and Danilovic 2010
De-escalate Akcinaroglu, Radziszewski, 

and Diehl 2014; Akcinaroglu 
and Radziszewski 2017

Many rivals Escalate Clare and Danilovic 2010
De-escalate Akcinaroglu, Radziszewski, 

and Diehl 2014; Akcinaroglu 
and Radziszewski 2017

Domestic Factors

Domestic 
constraints

Public perceptions of the 
rivalry or of the rival

Escalate Vasquez 1993; Thompson 
2001; Bak, Chavez, and 
Rider 2019

Audience costs De-escalate Russett 1993; Hensel, 
Goertz, and Diehl 2000; 
Colaresi and Thompson 2002

Democratic dyad De-escalate
Leadership 
changes

Leader change
Irregular leader change
Regime change

Escalate
Escalate
Escalate

Werner 1999; Maoz and Mor 
2002; Clark and Nordstrom 
2005; Colaresi 2005; Weiss 
2013; Wu and Wolford 2018; 
Smith and Spaniel 2019

Preferences of 
leaders

Hawkish Escalate Leng 1983, 2000; Vasquez 
1993

Individual Factors

Issues Territory
Strategic territory
Contiguity and territory
Frequently militarized 
issues
Multiple issues
Territory with intangible 
interests

Escalate
Escalate
Escalate
Escalate
Escalate
Escalate

Hensel 1996b; Werner 1999; 
Hensel and Mitchell 2005; 
Senese and Vasquez 2005; 
Rasler and Thompson 2006; 
Hensel et al. 2008; Vasquez 
2009; Carter 2010; Lektzian, 
Prins, and Souva 2010; 
Mitchell and Thies 2011; 
Dreyer 2012; Owsiak and 
Rider 2013; Moon and Souva 
2016
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History Previous crises Escalate Diehl and Goertz 2000; Leng 
2000; Prins 2005; Chari 
2012

De-escalate Wagner 2000

Shocks

Systemic 
shocks

Post–Cold War De-escalate Bennett 1996; Levy and 
Ali 1998; Diehl and 
Goertz 2000; Rasler 2000; 
Colaresi 2001; Akcinaroglu, 
DiCicco, and Radziszewski 
2011; Morey 2011; Rasler, 
Thompson, and Ganguly 
2013

International 
shocks

Third-party intervention
Global wars: World War 
I, World War II

De-escalate

Domestic 
shocks

Regime change De-escalate

Natural disasters De-escalate

FROM CRISIS TO ESCALATION

International and Dyadic Factors

Seeing relations among states as driven by their interests to survive in an anarchic 
world, the realist school of thought emphasizes the importance of realpolitik foreign 
policies focused on demonstrating power and the willingness to use it (Leng 2000). 
Rationalists assume that when faced with threats, the enemy will back down rather 
than risk fighting a costly war. Rivalry scholars note the other possibility is that such 
threats can elicit the opposite response and invite a defiant counterthreat (Vasquez 
1993), especially when the enemy has equal capabilities (Leng 1983) and can cred-
ibly respond to coercive strategies. The negative, escalatory outcome of realpolitik 
strategies in crisis bargaining in the context of international rivals, however, fol-
lows a different pattern. Backing down in the face of threats is not common even 
when the risk of war is high. Even more surprising, states that are weaker in power 
reciprocate with their own coercive strategies that further increase the odds of the 
crisis escalating to war. In their steps-to-war model Senese and Vasquez (2005) find 
that such coercive strategies increase the security dilemma, which pushes states 
with territorial disputes to build up arms and alliances and puts them on the path 
of experiencing repeated militarized disputes involving the use and show of force. 
As these disputes increase so does the risk of war. Only when the disputes are low 
in frequency or have reached a very high number do states face a limited risk of 
experiencing war. Although the steps-to-war model does not specifically focus on 
international rivalries, it shows that this pattern applies to states with territorial dis-
putes, and most international rivalries emerge because of territorial issues such as the 
recent Kashmir-related border skirmishes between Pakistan and India, for example.



 Rivalries and Crisis Bargaining 85

In a world of incomplete information about true resolve, where resolve is the extent 
to which states are willing to go to war to keep promises and threats, the enemy must 
decide whether the rival’s resolve is real or merely a bluff. Resolve is defined as the 
extent to which a state will risk war in order to keep its promises and uphold its threats 
(Mercer 1996, 15). As states strive for the best outcome, they exaggerate their resolve 
and capabilities (Fearon 1995). States often struggle to communicate and to decipher 
each other’s resolve. This problem is more significant, however, when bargaining in-
volves rival states and thus makes the risk of escalation particularly high. The history 
of rivalry clouds objective information and obfuscates the leaders’ ability to under-
stand their enemies’ signals. What could be seen as objective when negotiating with 
non-rivals is processed through the lens of a rivalry (Colaresi, Rasler, and Thompson 
2007). As such, resolve communicated by a militarily weak state might be correctly 
interpreted as a bluff in a non-rivalry setting but not in the context of a rivalry, leading 
to negotiation breakdown and to the type of repeated escalatory pattern culminating in 
war that Senese and Vasquez (2005) describe in the steps-to-war model.

Empirical findings show that rivals escalate their crises to war despite asym-
metry in their capabilities (Colaresi and Thompson 2002). Weaker states in a 
rivalry context might, in fact, be more sincere when standing tough as they seek 
to communicate their resolve not only during a specific crisis but also in future 
conflicts (Clare and Danilovic 2010). Thus, it follows that states facing other 
hostile threats and rivalries are more likely to demonstrate resolve in a crisis. 
They do so because they have an expectation of a long-term hostile relationship 
with the rival(s) (Diehl and Goertz 2000). This expectation is greater with salient 
issues involving territory that has a broad public significance (Dreyer 2012), is-
sues that have multiple dimensions to them, and issues that have been previously 
militarized (Mitchell and Thies 2011). In these contexts the strategy of resolve is 
embraced before the new crisis appears (Leng 2000) and increases the likelihood 
that the dispute escalates militarily rather than being resolved peacefully.

The strategy of demonstrating resolve becomes particularly important for 
weaker states that have failed in past disputes and that face multiple rivals. The 
challenger, however, might perceive the weaker state’s escalation of the crisis as 
too risky and dismiss it as a bluff. Yet when crisis bargaining takes place in the 
context of international rivalry, constrained and weak states are on average 30 
percent more likely to escalate the crisis with a challenger (Clare and Danilovic 
2010). This suggests that seemingly objective factors that states might rely on to 
discern resolve, such as level of capabilities and resource constraint, might carry 
a different, possibly contradictory meaning in the shadow of rivalry, thereby in-
creasing information breakdowns that limit the parties’ ability to de-escalate the 
initial outbreak of a crisis. Overall, weak states in a crisis situation with a rival 
have a lot more at stake in backing down, and their aggressive posture can be 
understood only within the framework of sustained competition embedded in the 
nature of the rivalry. The pressure to escalate increases.

Broader regional and international dynamics have the potential to affect the 
distribution of power capabilities between rivals and to impact the nature of crisis 
bargaining. While a good number of crises between rivals have broader regional 
or systemic relevance, not all disputes have the potential to directly involve an 
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intervention from outside states. Yet when a crisis situation expands beyond the 
dyad, the level of uncertainty increases about multiple actors’ capabilities, do-
mestic constraints, and strategies (Gochman and Maoz 1984; Brecher 1993). That 
uncertainty will be especially heightened in the rivalry context as a past history 
of threats and the unique competitiveness of interactions could make states more 
likely to misinterpret objective signals of resolve and assume worst-case scenar-
ios. Not surprising, then, Colaresi and Thompson (2002) show that as the number 
of actors involved in a crisis with rivals increases, so do the odds of a crisis esca-
lating to the point of war. As rivals pay more attention to each other than to other 
states, they are likely to attach more significance to any developments involving 
other actors’ presence in the conflict. In such contexts of heightened uncertainty 
rivals might be especially motivated to resort to realpolitik tactics to signal their 
resolve. In doing so they are more likely to face a higher risk of crisis escalation.

At other times, and more relevant for regional powers, mere expectations that a 
superpower might intervene to help with settlement before the crisis reaches the point 
of war could embolden states to risk war, as was the case with the Indo-Pakistani and 
Egyptian-Israeli rivalries (Leng 2000). Overall, both dynamics involving either direct 
or expected involvement of other actors are linked to greater risk of crisis escalation.

Domestic Factors

While international competition drives realpolitik policies, leaders often face 
significant domestic pressure to stand tough or risk their removal from power. No-
where is this truer than in the context of rivalry. Consequently even militarily weak 
rivals may escalate the crisis. This explains why, for example, despite its military 
weakness relative to India, Pakistan has frequently embraced coercive strategies 
that have intensified the crisis with its enemy (Diehl, Goertz, and Saeedi 2005).

Domestic pressure on rivals to stand tough depends on the magnitude of the 
rivalry. Although Long (2003) examines variation in the duration of war among 
enduring rivals depending on domestic audience costs, his insights and findings 
can be extended to prewar crisis bargaining. In contexts where rivals had either 
recent and frequent conflicts of low intensity or more distant but intense conflicts, 
the selectorate or the group capable of removing the leader from power (Bueno 
de Mesquita and Siverson 1997) exhibits less flexibility in an acceptable peace-
ful settlement. Domestic factions are then likely to gain political advantage and 
use the new crisis to outbid each other (Colaresi 2005). They may agree on the 
basic idea that a rival represents a security threat, but push for more aggressive 
responses in a crisis as a way to appeal to domestic audiences (Ganguly and 
Thompson 2011). The policymakers’ hands are tied in such contexts if they are 
predisposed to accommodative behavior, or the domestic conditions favor the rise 
of hard-line leaders who themselves push for aggressive tactics.

Additionally, the extent to which past realpolitik policies have failed or succeeded 
determines shifts in societal beliefs that favor hard-liners and their coercive policies. 
Public perceptions that previous war has been worth the cost, as was the case in Ger-
many after World War I, creates ripe conditions for hard-liners to dominate domestic 
politics (Vasquez 1993). Domestic audiences are more likely to identify threats from 
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rivals as out-group threats, which are more likely to be considered high-stakes risks 
connected to security and welfare (Thompson 2001; Bak, Chavez, and Rider 2019). 
When hard-liners face a crisis situation in a high-stakes environment, their own 
beliefs about the value of realpolitik strategies coupled with domestic support result 
in a dangerous bargaining dynamic. Vasquez (1993) argues that even if the target is 
more accommodative when pressed with coercive tactics, it will have to respond in 
the same way or risk losing power. The domestic context in which hard-liners domi-
nate will consistently push both sides to take more escalatory steps.

Hawks are also more likely to believe that the adversary will offer concessions and 
de-escalate the crisis when faced with a militarily superior enemy, regardless of its 
own domestic conditions (Leng 2000). Such leaders, for example, would be closed to 
any incoming information about the adversary’s potential for responding with escala-
tion due to that adversary’s domestic pressure to stand tough or risk losing influence 
at home. This greatly limits the hawk’s understanding of how the enemy’s hands 
might be tied and, how in such contexts, their own coercive stand will inevitably lead 
to war by turning the domestic public of the rival state even more in favor of war.

The Crimean War crisis bargaining that pitted Russia against Turkey and 
Britain illustrates how quickly the situation can escalate when a leader blindly 
follows a strategy of coercive diplomacy without considering how such tactics 
can push the domestic public in the other state toward antagonism and eliminate 
an opening for compromise. To maintain the rights of the Greek Orthodox com-
munity in the Ottoman Empire, which appeared under siege after Turkey gave 
the Catholic Church access to disputed holy places, Russia made a series of 
provocative moves. In December 1852 Russia mobilized two army corps on the 
Turkish border and its two war vessels arrived in the Black Sea. In March 1853 
Russia began an invasion of Wallachia and Moldavia (Peterson 1996). When the 
Turks initially asked the British for assistance, the latter were reluctant to provide 
any support. However, as Russia’s coercive strategy intensified the public began 
to turn against the doves in the British government. Russia’s occupation of two 
Turkish principalities shifted the balance of power in the direction of hard-liners 
to such an extent that Russia’s later attempts at compromise were rejected as 
Britain now shifted to its own coercive strategy. Tsar Nicholas underestimated 
the extent to which aggressive tactics designed to demonstrate resolve could shift 
domestic debates in the rival state and tie policymakers’ hands. In the case of the 
Crimean War the public empowered domestic hawks to such a degree that the 
policymakers had to choose between escalating the crisis with Russia or being 
voted out of office for making a compromise. In the end they chose the former 
(Peterson 1996). The presence of more hawkish leadership during a crisis, which 
increases the likelihood that coercive bargaining dominates as a strategy, thus 
increases the possibility of escalation. When accommodative leaders’ previous at-
tempts to de-escalate the tension have been met with resistance, such leaders must 
now demonstrate toughness by increasing the stakes or risk dire consequences. 
As general findings on rival cooperation from 1950 to 1990 show, unreciprocated 
cooperation culminates in leaders’ removal from power (Colaresi 2004). Thus it 
is too costly for leaders who attempted to lower the tensions to repeat the same 
strategy when it initially backfired.
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Other domestic conditions have an impact on rivals’ strategies in crises and 
the crises’ potential to escalate. Notable here are leadership turnover and regime 
change. If both occur during an interstate crisis, they are likely to exacerbate 
information gaps about states’ resolve and to contribute to escalation of tensions 
immediately after the occurrence (Wu and Wolford 2018). A major domestic 
change injects private information into the bargaining dynamic that leads to 
uncertainty about new leaders’ resolve and the extent to which transformation in 
political institutions will constrain or limit policymakers’ actions toward the rival. 
Changes in domestic institutions can affect rules by which leaders can secure 
benefits or be punished as well as alter the size of relevant domestic audiences, 
factors that impact resolve in crisis bargaining (Weiss 2013; Wu and Wolford 
2018). Furthermore, many unobservable factors accompany the arrival of new 
leadership, such as leaders’ perceptions of institutional constraints (Clark and 
Nordstrom 2005), that increase uncertainty about whether the new leaders would 
have an easier path to war. The extent of the new leaders’ hawkish tendencies 
might also be unknown. While hawkish leaders on average embrace realpolitik 
strategies, it is usually extreme hawks who are willing to bear the cost of war 
(Vasquez 1993). Furthermore, changes in public beliefs might create an open-
ing for new leaders to embrace more accommodative policies. These different 
predispositions and the domestic context that affects leaders’ strategies are not 
immediately clear to the enemy. Consequently, a rival state might try to test the 
new leaders’ resolve by standing tough and resisting compromise.

Empirical evidence supports these insights and shows that regardless of 
whether they involve rival or non-rival states, crises with new leaders last longer 
and result in a higher level of fatalities than crises with leaders who have been 
in power for over four years (Smith and Spaniel 2019). Werner (1999), however, 
finds that only specific types of leadership changes, those that are unexpected 
and unconstitutional, dramatically increase the risk that the belligerents will seek 
to renegotiate previous settlements by resorting to violence. The risk dissipates 
when change is expected and marginal.

When crisis bargaining takes place between international rivals, empirical results 
show a high probability that disputes will escalate to the use of force immediately 
following leadership and regime change (Maoz and Mor 2002; Wu and Wolford 
2018), but the risk declines over time when information about resolve is revealed 
(Wu and Wolford 2018). This happens because the passage of time reveals to the 
opponent that some of the new leaders are more dovish or accommodative political 
entrepreneurs than their predecessors or that some of them challenge existing strate-
gies and have more control over institutions. As such, with time the possibility for 
conflict de-escalation and even the termination of the rivalry may emerge (Rasler 
2000). Initial uncertainty regarding national leaders’ beliefs may be replaced with 
greater understanding of what to expect from the enemy as their strategies become 
clearer. The change in leadership from Nasser to Sadat in Egypt thus favored de-
escalation of tensions between Egypt and Israel as time revealed that Sadat was open 
to new strategies (Leng 2000). Overall, these findings suggest that time can offset 
the initial negative impact of domestic transitions on crisis bargaining between ri-
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vals. While initial leadership and regime change increases information asymmetries 
about resolve and elevates the risk of crisis escalation, this risk goes down as the pas-
sage of time reduces uncertainty and creates opportunities for peaceful resolution.

Individual

At the individual level, it is worth considering the role of learning and misperception 
on crisis bargaining between rivals. These factors have been explored in the general 
literature on the causes of war (e.g., Jervis 1994, 2002; Duelfer and Dyson 2011), 
but studies show they might play an even greater role in the context of rivalry, often 
complicating objective assessment of rivals’ resolve and intentions that intensifies 
uncertainties and escalates crises to the point of war. Past crises weigh heavily on 
current disputes among rivals in influencing the lessons that leaders draw from 
interactions (Leng 2000). Rationalist literature on war argues that wars and crises 
reveal information about enemies that reduces uncertainty and thus could provide 
more credible information regarding capabilities and resolve for future interactions 
(Wagner 2000). Yet this form of rational information updating is somewhat muted 
among rival states. In his focus on twelve militarized crises in the context of Soviet-
American, Egyptian-Israeli, and Indo-Pakistani rivalries, Leng (2000) concludes 
that instead of reducing uncertainty that could create an opening for negotiated 
settlements, experiences from past crises led to more coercive bargaining and violent 
escalation. After fourteen or more dyadic crises, leaders react to new crises with mil-
itarized force almost 90 percent of the time instead of seeking peaceful accommo-
dation (Prins 2005).3 Put simply, more so than in any other state interactions, rivals 
are predisposed to draw only selective information and lessons from their previous 
crises, from events during a crisis, or from events occurring between the crises. In 
the case of the Indo-Pakistani rivalry, this meant that leaders were unable to derive 
diplomatic lessons from their interactions, often repeating the same coercive patterns 
that have resulted in yet more escalation (Chari 2012). Since the early 1980s these 
escalations have stopped short of war due to fears of nuclear exchange. Possession 
of nuclear weapons by rivals ultimately prevents the crises from turning into wars 
involving the use of force and its resultant casualties (Ganguly and Hagerty 2005). 
However, nuclear weapons have not dissuaded India and Pakistan from threating to 
use force in their subsequent crises before ultimately de-escalating (Ganguly and 
Hagerty 2005). Overall, the failure to update beliefs and the determination to pursue 
coercive strategies in order to demonstrate resolve explain why crisis escalation is 
more likely to occur in the context of international rivalries.

The escalatory pattern usually begins when a rival state misperceives its enemy’s 
intentions and posture as aggressive and responds with coercive tactics. This in turn 
pushes the target to respond in like manner and without considering that the initia-
tor might have wrongly misperceived the dynamic that led to its initial aggressive 
tactic (Maoz and Mor 2002). While that hostility need not always end in war (Leng 
2000), the crisis nevertheless escalates to a dangerous point. The repetitive pattern 
of coercive behavior is also consistent with Diehl and Goertz’s (2000) concept of 
enduring or long-term rivalry; when a pattern of hostility sets in, the rivalry itself is 
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then “locked in” and becomes resistant to changes. It is worth noting that while this 
dynamic shapes the nature of crisis bargaining between international rivals in gen-
eral, the escalatory pattern is likely to be greater depending on whether the leaders 
of rival states have a hawkish or dovish view of the world. Hawkish leaders believe 
in standing tough no matter the cost (Leng 2000). Such leaders display greater risk 
acceptance for war than leaders with more accommodative or dovish beliefs (Leng 
1983; Vasquez 1993). While not all rivalries involve hawkish leaders, those that 
are enduring are most likely to involve leaders with lower aversion to war (Leng 
2000). The escalatory pattern in such rivalries is thus likely to be most dangerous.

Issues

In his discussion of the connection between commitment problems and war, Fearon 
argues that “mutually preferable bargains are unattainable because one or more 
states would have an incentive to renege on the term” (1995, 3). This happens 
because of actual or expected changes in the future balance of power and in the 
opportunities of states. In an anarchic world states have no guarantees that current 
deals will not empower one party more in the future to then back away from the 
agreement and have more power to leave its enemy worse off than before the deal 
was signed. Enforcing agreements is difficult. When concerns of this nature emerge 
states might be willing to risk a war now to avoid fighting a more costly one later. 
Even if the parties have a sincere interest in settling peacefully, the possibility that 
the agreement could empower one of them enough to later abandon the deal could 
be sufficient to deter effective crisis management (Wagner 2000; Powell 2006).

Commitment problems are rampant when states’ disputes involve territories, such 
as the competition between India and Pakistan over Kashmir (Owsiak and Rider 
2013; Moon and Souva 2016). If the territory in question has economic or military 
value, a bargain that involves even a small transfer might leave one of the states bet-
ter off in the future with greater bargaining leverage. About half of all rivals share 
unsettled borders, and these territorial disputes sustain the rivalry ( Owsiak and Rider 
2013). Rivals with disputed borders have an expectation of facing threats from each 
other in the future (Diehl and Goertz 2000), which means that they must pay atten-
tion to how the current deal will affect their enemy’s power in future interactions. 
Past interactions between rivals that are marked by mistrust and fear are more likely 
to make such states assume the worst from an enemy and thus exacerbate commit-
ment problems. Overall, while territory is the most war-prone issue among states 
in general, it is even more salient in the context of contiguous rivals as it generates 
severe concerns about future exploitation. The interplay between rivalry, contiguity, 
and contested territory is supported by empirical research, which shows that crises 
involving territory and contiguous rivals are more likely to escalate to war than 
crises involving other types of issues or noncontiguous rivals (Senese and Vasquez 
2005; Rasler and Thompson 2006). Last, strategic territory matters as it has offen-
sive and defensive value which can change the balance of power between disputants. 
Scholars have found that disputes over salient territory are thus less likely to lead to 
peaceful settlement and more likely to turn into militarized interactions among the 
claimants (Huth 1996, Hensel 2001, Hensel et al. 2008, Carter 2010).



 Rivalries and Crisis Bargaining 91

Once an issue becomes intractable due to commitment problems and its signifi-
cance is further linked to national identity and the evolving mistrust that sustain 
the rivalry (Dreyer 2012, Huth 2000), political leaders begin to face significant 
constraints from the public to compromise. In addition to material considerations 
that may drive territorial disputes, territories can have intangible salience or a deep 
psychological connection for the population in rival states (Rasler and Thompson 
2006), which creates greater reputational losses for leaders who compromise in 
such disputes (Hensel and Mitchell 2005). Domestic attachment to territory linked 
to national identity and the ensuing public pressure to defend explain why leaders 
are more likely to resort to militarized strategies when handling a crisis involving 
contestation over territories (Moon and Souva 2016, Vasquez 2009) than crises 
related to maritime or river issues (Lektzian, Prins, and Souva 2010). Moreover, 
Hensel and Mitchell (2005) find that among states with territorial disputes, though 
not exclusively international rivals, it is contestations over intangible issues that 
are more likely to escalate to higher-level military conflict involving fatalities and 
interstate war than disputes over territories linked to tangible issues.

Commitment problems over territory, however, are not insurmountable and 
rivals are at times able to overcome them with the help from third parties that can 
offer security guarantees. For example, the presence of the United Nations troops 
in what would become a demilitarized zone in the Sinai Peninsula made it easier 
for Israel to give up occupation of the territory, overcome commitment problems 
with Egypt, and sign the 1979 peace treaty (Benziman 2019). Mediators can 
use leverage and support from international organizations to make agreements 
enforceable and alleviate future security concerns (Walter 2002). In the context 
of rivalry, however, commitment problems will be stronger not only because of 
underlying territorial issues but also because of the conflict-prone nature of inter-
national rivalry itself that makes mediation challenging, particularly when rivals 
develop high levels of hostility toward each other (Greig 2001). When rivals 
engage in mediation, as was the case with Egypt and Israel, they are more likely 
to do so in later stages of the rivalry after the issue has already been the source 
of prior violent disputes. More often, however, intense and frequent territorial 
disputes between rivals may put more domestic pressure on leaders to embrace 
hawkish policies in future interactions with the enemy. As such, domestic condi-
tions characterized by lack of structural changes and a reanalysis of existing poli-
cies could push states to resist mediation efforts and choose instead to respond 
aggressively (Greig 2001). These dynamics impede de-escalation of tensions 
involving territory more so in the context of rivalry than among other dyads.

FROM CRISIS TO DE-ESCALATION

Given the level of hostility and the expectation of threats in rivalries, it is not 
surprising that crisis bargaining in the context of rivalry is particularly challeng-
ing. Yet not all disputes escalate to the point of war. Rare as it may be, rival states 
do engage in some form of accommodation in response to threats (Akcinaroglu 
and Radziszewski 2017), which might create more favorable conditions for crisis 
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de-escalation. Leng (2000) also finds that when rivals want to avoid war, they can 
tolerate high levels of escalation but still de-escalate enough to avoid the crisis 
turning into a militarized dispute.

Domestic Factors

Several conditions favor movement away from militarized response toward de-
escalation. In general, commitment problems and uncertainty about opponents’ 
resolve are less severe and thus less likely to escalate the crisis when rival states 
are democracies. Due to greater institutional and domestic transparency in de-
mocracies, leaders’ resolve in crisis bargaining is easier to decipher (Ramsay 
2004). For example, a leader who tries to extract a high level of concessions from 
a rival state and threatens war might be considered more sincere if the domestic 
public and the opposition are also supportive of coercive tactics. In such a case 
the enemy might be more inclined to de-escalate the tension to avoid war and to 
believe that the rival’s threats are indeed sincere.

Scholars have explored extensively the existence of domestic audience costs 
in democracies for not following through on commitments to stand tough (e.g., 
Fearon 1995; Partell and Palmer 1999; Tomz 2007a), with the most notable con-
nection to leaders in democracies where high levels of accountability to domestic 
audiences make such leaders especially vulnerable.4 Audience costs can also 
help explain why commitment problems might be less severe among democratic 
rivals. If the public exhibits strong support for the settlement, leaders who might 
consider reneging on such agreements in the future might be politically vulner-
able. As such, rival states might have more confidence in the enforceability of 
an agreement when they are both democracies. Last, due to the values shared be-
tween democracies (Russett 1993), escalation of conflict with another democracy 
may make the leaders politically vulnerable to their domestic public. While the 
public might recognize the existence of the rivalry and see it as a threat, it may 
nevertheless be reluctant to pressure the leaders to escalate the crisis to the point 
of war. The leaders of rival states would thus have an interest in de-escalating 
the tensions. Overall, explanations based on transparency, audience costs, and 
democratic values bolster existing empirical findings regarding democratic rivals 
experiencing a greater likelihood of crisis de-escalation (Colaresi and Thompson 
2002) and a lower propensity to engage in militarized disputes (Hensel, Goertz, 
and Diehl 2000). As rivalries often, though not always, exist when one or both 
states are not democratic, the positive effect is largely observed when one or both 
states experience a transition to democracy.

International

When managing international crises, rivals at times face concurrent tensions on 
multiple fronts. This vulnerable situation presents an opportunity for de-escalation 
as rivals embedded in multiple rivalries must avoid the risk of costly wars with more 
than one state at a time. Akcinaroglu, Radziszewski, and Diehl (2014) show that 
when a state faces not one but multiple severe threats in the form of militarized dis-
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putes, it is likely to pursue a series of positive gestures toward the state that is most 
militarily capable. This suggests that possibility for crisis de-escalation is greater for 
states with multiple and militarily superior rivals. Furthermore, a crisis on one front 
can push a state to engage in accommodative behavior toward another rival and 
offset the potential for future crises to escalate with another enemy. Thus even if a 
state engages in coercive behavior toward one enemy, it likely pursues some form 
of cooperation with another. As Akcinaroglu, Radziszewski, and Diehl (2014) and 
Akcinaroglu and Radziszewski (2017) show, the choice of which rival to accom-
modate is based on the enemy’s military capability as well as the potential that the 
accommodation of the less threatening rival can de-escalate a more pressing crisis 
on another front. For example, they find that accommodating a rival state with ex-
tensive economic connections to other states in the world can be useful in managing 
crises with another rival due to the economically connected rival’s material leverage.

While Akcinaroglu, Radziszewski, and Diehl’s (2014) and Akcinaroglu and 
Radziszewski’s (2017) analyses apply to a subset of the most dangerous rivalries, 
the enduring ones, and stops short of investigating whether rivals reciprocate stra-
tegic cooperative behavior, they show how the international environment affects 
decisions about when to refrain from realpolitik strategies. When the broader crisis 
environment is taken into consideration at the time of the dispute, states might adopt 
different strategies to handle multiple crises, which in turn could have significant 
implications for understanding why some crises have the potential to de-escalate.

Shocks

De-escalation of crises between rivals is also possible with the existence of shocks 
or some type of environmental crisis (Rasler 2000). Shocks may reveal previously 
unquestioned internal and strategic vulnerabilities or free leaders from domestic 
audience costs that limit compromise. They alter the parties’ expectations by re-
ducing the perceptions about the level of threat the enemy poses, which allows the 
rivals to break the continuity of coercive foreign policy (Rasler, Thompson, and 
Ganguly 2013). Failures in Afghanistan (an international shock) and the arrival 
of reform-oriented Gorbachev as a new political entrepreneur created an opening 
for questioning Soviet policies and increased awareness among some elites about 
the need to adopt a new approach toward the United States (Mandelbaum 1989). 
This fresh outlook ultimately led to the end of the US-Soviet rivalry. The literature 
mostly connects shocks to the termination of rivalry, which is not surprising given 
that shocks precede rivalry termination approximately 77 percent of the time (Diehl 
and Goertz 2000). Among the shocks empirically associated with rivalry termina-
tion are systemic power shifts, regime changes, global war, high-concentration con-
flicts or conflicts with a high level of casualties over a short period of time for both 
opponents, and domestic crises (e.g., Bennett 1996; Levy and Ali 1998; Diehl and 
Goertz 2000; Colaresi 2001; Morey 2011; Rasler, Thompson, and Ganguly 2013).

Shocks can affect individual crisis dynamics within the rivalry even if they do 
not lead to rivalry termination. While this line of research is considerably under-
developed, there is some evidence that the positive, de-escalatory effect of shocks 
on crisis management depends on the timing and level of violence between rivals 
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prior to the onset of the crisis or during the crisis itself. As mentioned earlier, a 
shock that involves a change in political institutions introduces more uncertainty 
into an existing crisis, making it difficult for the rival state to understand how the 
shock might affect policymakers’ resolve. In the long run, however, as informa-
tion regarding the shock’s consequences becomes clearer, enemies can reduce in-
formation gaps regarding resolve, making a settlement possible. Over time, these 
shocks also reveal to the enemy whether an opening has been created for more 
dovish policymakers to challenge the status quo. For example, Rasler (2000) ex-
amined the impact of three international shocks—Israel’s invasion of Lebanon, 
the Gulf War, and the intifada—on patterns of de-escalation between Palestine 
and Israel from 1978 to 1998. She found that shocks had a positive effect in the 
long run—five years—but not in the short or medium run. The intifada, a shock 
that resulted in more violence between the rivals, initially hardened public at-
titudes and encouraged more hard-line strategies. In the long term, however, the 
shock had a more moderating impact on the public, which created an opportunity 
for moderate policy entrepreneurs to question existing strategies toward the rival.

In cases where rivals have not experienced recent violence prior to the occurrence 
of a shock and where the shock itself does not create violence between enemies, 
public perceptions of the enemy are likely to change and create a more immediate 
opening for moderation. After the 1999 Izmit earthquake hit Turkey, post-disaster 
cooperation at the grassroots level and empathy toward the victims combined with 
government officials’ disaster-related talks to create a window of opportunity for 
rapprochement between Greece and Turkey (Akcinaroglu, DiCicco, and Radzisze-
wski 2011). When shocks shift public opinion toward cooperation, leaders are freed 
to pursue more dovish or accommodative policies. Such policies in turn are likely 
to be interpreted as sincere information because they mirror domestic attitudes 
and enable the rival state to reciprocate with positive gestures. Yet the extent to 
which shocks can shake the inertia of rivalry and lead to rapprochement depends 
on whether the enemies had experienced recent violence. In the case of Israel and 
Palestine the shock of intifada violence generated a positive effect in the long run 
only. In the India-Pakistan rivalry a powerful earthquake that hit Kashmir was not a 
sufficient domestic shock to elicit empathy and to inspire change in public attitudes 
due to the high occurrence of Hindu-Muslim violence at the communal level. How-
ever, in the Turkey-Greece rivalry the absence of recent violence made it possible 
for the shock to induce the rivals’ cooperation. Although Turkey and Greece were 
not experiencing a crisis at the moment the earthquake struck, this case nevertheless 
shows the potential that shocks have to de-escalate rivalry.

EMPIRICAL ANALYSIS OF CRISIS ESCALATION: 
COMPREHENSIVE MODEL

To summarize the findings in the literature, among the international and dyadic 
factors, weak and crisis-initiating states (Clare and Danilovic 2010), the number 
of actors (Colaresi and Thompson 2002), the power imbalance/balance (Colaresi, 
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Rasler, and Thompson 2007), the expectation of or actual superpower involve-
ment (Leng 2000), and the existence of multiple hostile threats and rivals (Clare 
and Danilovic 2010) are all linked to crisis escalation. Domestic factors such as 
leadership changes, shorter leader tenure, and various types of leader exits in the 
dyad (Clark and Nordstrom 2005; Wu and Wolford 2018) lead to informational 
problems and to the exacerbation of violence. However, rivals that are demo-
cratic and are subject to severe audience costs are less likely to escalate the crisis 
(Russett 1993; Colaresi and Thompson 2002). Among the individual factors, past 
crises can add information, lead to faulty learning and the perpetuation of beliefs 
and attitudes, and keep the actors locked in rivalry, adding to mistrust (Leng 
2000; Wagner 2000). Additionally, issues matter. Territorial issues, specifically 
those between contiguous rivals, should exacerbate fears of agreement enforce-
ability, hence leading to an escalation of the crisis (Moon and Souva 2016). 
Territorial issues that involve identity (intangible issues) or crises that involve 
multiple issues are harder to resolve (Hensel and Mitchell 2005; Vasquez 2009; 
Mitchell and Thies 2011). Last, scholars talk about shocks. Among them are 
regime change (Wu and Wolford 2018) and natural disasters as domestic shocks. 
The former is expected to exacerbate informational problems while the latter is 
likely to lead to rapprochement (Akcinaroglu, DiCiccio, and Radziszewski 2011). 
In addition, the ending of the Cold War was a systemic shock.

We bring all of these variables together in a comprehensive model of crisis es-
calation.5 Using this model, we can establish the relationship between a binary out-
come variable, in this case escalation to violence in the dyad during the crisis, and 
the group of predictor variables listed in Table 5.2. The model, based on a logistic 
regression, thus explains the probability of a dispute escalating to a military clash 
between rival states in the dyad in crisis.6 The advantage of employing a statisti-
cal analysis is that we can establish results that are generalizable across countries.

Our results are summarized in Table 5.2 (see the appendix for the statistical 
model).7 Escalation is a common phenomenon in rival dyads during a crisis, with 
almost 60 percent of our observations involving escalation to important degrees 
of violence as opposed to no violence and minor clashes. The results confirm 
that both informational and commitment issues are an obstacle to peaceful settle-
ment, contributing instead to aggressive behavior. The analysis shows that most 
of the international and dyadic factors affect escalation. Except for superpower 
involvement and hostile threats in the dyad, all the variables were statistically sig-
nificant. Multiple actors involved in the crisis exacerbate informational problems, 
causing bargaining failures and hence escalation (Colaresi and Thompson 2002). 
Though statistically significant, we did not find support for escalation when the 
crisis-triggering actor was the weaker party. This ran contrary to our expecta-
tions. Indeed, we found that war was more likely when the rivals had symmetric 
 capabilities (Leng 2000). On the plus side, our results demonstrated that the 
existence of multiple rivalries may sometimes drive states to avoid escalation. 
Though the need to show resolve is important, these simultaneous constraints 
may drive actors toward accommodation to avoid multiple wars (Akcinaroglu, 
Radziszewski, and Diehl 2014; Akcinaroglu and Radziszewski 2017).
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Table 5.2.  A Summary of Findings from the Statistical Analysis

Variables Operationalization Expectation
Statistical 
Significance

Expected 
Direction?

International and Dyadic Factors

Capabilities Symmetric power 
(CINC ratio)

Escalate Yes Yes

Asymmetric power 
(CINC ratio)

Escalate Yes No

Weak actor Weak actor as the 
trigger

Escalate Yes No

Multiple actors Number of crisis 
actors
Number of all 
actors involved

Escalate
Escalate

Yes
Yes

Yes
Yes

Superpower 
involvement

Superpower 
intervention

Escalate No Yes, but not 
significant

Resolve Sum of hostile 
threats

Escalate No Yes, but not 
significant

De-escalate No
Sum of rivals Escalate Yes No

De-escalate Yes

Domestic Factors

Domestic constraints Minimum audience 
costs

De-escalate Yes Yes

Democratic dyad De-escalate Yes Yes
Leadership changes Leader change

Irregular leader 
change
Regime change

Escalate
Escalate
Escalate

Yes
Yes
No

Yes
Yes
No

Individual Factors

Issues Territory
Contiguity
Contiguity and 
territory
Multiple issues
Territory with 
intangible interests

Escalate
Escalate
Escalate
Escalate
Escalate

Yes
Yes
Yes
No
Yes

No
No
Yes
No
Yes

History Previous crises Escalate Yes Yes, but not 
robust

De-escalate No

Shocks

Systemic shocks Post—Cold War De-escalate Yes No
Domestic shocks Regime change Escalate No No

Natural disasters De-escalate Yes Yes
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Our expectations about the domestic factors and escalation were also satisfied. 
Mainly, the results show that democracies and those regimes with high audience 
costs are better able to reveal resolve and are taken seriously by their rivals. 
Knowing that the rival political leaders are likely to be punished for bluffing by 
their domestic audiences, states filter out credible actions from those that are not. 
Leadership changes lead to informational issues. Specifically, unexpected and 
unconstitutional changes increase the commitment issue by raising expectations 
that new leaders will renege on previous agreements. In both cases leaders are 
likely to resort to violence so that their rivals can form beliefs about their resolve.

Among the individual factors, territorial claims were robustly linked to escalation. 
Disputes that revolve around contiguous territory are more likely to endanger the 
balance of future power between rivals, making it less likely any will settle down 
peacefully during a crisis (Senese and Vasquez 2005; Rasler and Thompson 2006). 
Similarly, intangible territorial claims, those that involve an ethnic identity, make it 
less likely for rivals to give in. In that situation, leaders find it politically impossible 
to make concessions to the rival when the public is psychologically connected to the 
population in that territory (Hensel and Mitchell 2005; Rasler and Thompson 2006). 
Evidence then shows that the salience of the territorial issue matters. Results also 
confirm that rivalry has a self-perpetuating escalatory pattern. Previous crisis among 
rivals does nothing to alleviate informational problems, but instead it amplifies 
misperceptions that occur in locked-in rivalries (Leng 2000; Prins 2005).

Last, we found that some shocks provide an opening for rivals to find mutually 
acceptable bargains. Natural disasters provide such an opportunity by chang-
ing public perceptions that allow leaders to take steps toward rapprochement 
( Akcinaroglu, DiCicco, and Radziszewski 2011). Though public hardening in 
rivalries often ties the hands of leaders, disasters with high fatalities change pub-
lic attitudes toward accommodation. Surprisingly, we found that the post–Cold 
War era, as a systemic shock, has not made it possible to reduce tensions once 
the crisis is triggered. We also did not find regime change to be a predictor of es-
calation. Regime change may bring radical institutional improvements that make 
it possible for new leaders to alleviate informational and commitment issues in 
rivalries. The type of regime change thus may matter.

FUTURE EXTENSION

Future research could focus on three main areas to improve our understanding of 
crisis bargaining in the context of rivalry. First, many of the existing factors that 
complicate conflict de-escalation fall under some form of informational problems. 
Questions about resolve and the credibility of threats, and the inability to objec-
tively update information, contribute to bargaining failures. Considerably less 
attention, however, has been given to commitment problems, which are especially 
relevant for rivalries given that in this context states have a high expectation of 
future threats and hostile interactions. As such concern about rivals’ opportunity 
to renege on agreements in the future presents an obstacle for peaceful settlement 
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of crises. The main focus currently is one key issue at stake, specifically territory 
that increases commitment problems and is linked to less durable peace (Werner 
1999). Other factors that could change the opportunity structure for the enemy to 
abandon the deal in the future and that its rival might be concerned about should 
be considered. For example, rivals that have multiple trade linkages could have 
more capabilities in the future as these linkages might not only foster trade but also 
possible assistance of such actors in case of a dispute. Even if trade linkages are 
nascent, the potential for trade connections to grow could create more opportuni-
ties for the enemy to challenge the terms of an existing settlement and be more 
successful at it. This might suggest that commitment problems in crisis bargaining 
could be more severe when one or both adversaries are economically connected to 
many other actors. On the other hand, if rivals increase trade with each other, the 
dependence on the other could limit the incentive to increase territorial disputes. 
This is because settled borders secure property rights and bring policy certainty 
that reduces the costs associated with economic transactions (Simmons 2005).

Second, there is a need to focus on the evolution of the crisis after the initial 
attempts to de-escalate. Democratic rivals may benefit from greater informational 
clarity due to the presence of audience costs (Colaresi and Thompson 2002; Tomz 
2007a), while shocks can create an opening for more sustained rapprochement 
(Akcinaroglu, DiCicco, and Radziszewski 2011). Rivals occasionally abandon 
coercive strategies in favor of making positive gestures toward the enemy. Some-
times this happens outside of a specific dispute. For example, rivals have been 
known to provide foreign aid to other rivals that experience domestic instability 
to reduce the risk that such instability might bring more uncertainty to the rivalry 
itself (Uzonyi and Rider 2017). Sometimes, however, rivals make concessions 
during a crisis situation outside of the democratic dyad context and in the ab-
sence of shocks. When these positive gestures are studied the focus is on why a 
rival state might pursue such strategies and when (Akcinaroglu, Radziszewski, 
and Diehl 2014; Akcinaroglu and Radziszewski 2017). The outcome is usually 
considered in the context of a multistep effort to end the entire rivalry (Kupchan 
2010). Future research should examine how a positive gesture directed by one 
rival toward another in the midst of an international crisis situation might lead to 
different outcomes.

One expectation is that since such positive gestures are likely to be on the 
lower spectrum of concessions (Akcinaroglu, Radziszewski, and Diehl 2014), 
they must be carried out in a series of gestures to signal credibility. Once the ges-
tures signal credible intent to de-escalate, the enemy should respond with positive 
gestures in turn, following the logic of tit for tat. Another possible expectation 
is that the enemy abandons the logic of reciprocity and the coercive shadow of 
rivalry takes over, in which case the enemy interprets the rival’s positive ges-
tures as weakness and exploits that weakness by pressing for more demands. A 
coercive response to accommodative gestures would likely leave the concession-
making rival no choice but to abandon its positive overtures or face political costs 
for being too soft in response to coercion. This dynamic would likely escalate 
the crisis. Empirical analysis of these competing outcomes across various types 
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of rivalries would shed more light on the consequences of positive gestures in 
specific crises rather than on how they impact the termination of the entire rivalry.

The analysis could also explore the different types of de-escalatory patterns that 
such gestures might generate. Existing literature in general refers to de-escalation 
as the phenomenon when a dispute does not end in war. More specific outcomes, 
such as de-escalation with a partial agreement, de-escalation with a settlement of the 
dispute, or de-escalation with no agreement, should be studied to broaden our under-
standing of the relationship between accommodation and the nature of de-escalation.

Finally, existing research on crisis bargaining focuses predominantly on the 
 dyadic context, the adversaries themselves, with limited concentration on the 
broader developments surrounding the crisis at hand. Colaresi and Thompson 
(2002) have shown that a crisis involving multiple actors has a greater chance 
of escalation, and Akcinaroglu, Radziszewski, and Diehl (2014) show that when 
a state faces not one but multiple severe threats, it is likely to offer a series of 
positive gestures to the state that is most militarily capable. As some rivals must 
balance conflicts with multiple enemies, developments in one rivalry can impact 
crisis bargaining in another. Conducting network analysis to consider a variety of 
linkages between rivalries can shed light on the extent to which states might adopt 
different strategies in crisis bargaining depending on the actors’ broader connectiv-
ity in the system (Akcinaroglu and Radziszewski 2017). This in turn could have 
significant implications for understanding why some and not all crises escalate.

APPENDIX

In what follows we list the variables we used in the analysis, and we describe 
how we measure them.

Dependent Variable
Escalate: If any of the actors escalated in the crisis, this is coded as 1. Escala-

tion means important or preeminent violence as compared to minor or none 
and is coded from the Actor Level-International Crisis Behavior, ICB1 
(v13) Project. We used Cenvio, the centrality of Violence in ICB1, for this 
variable.

International and Dyadic Factors
Trigger Weak Actor, CINC Ratio: This is coded as 1 if the actor that triggered 

the crisis is the weak one in the dyad. We use the Composite Indicator of 
National Capability (CINC) index from the National Material Capabilities 
(v5.0), Correlates of War (COW) data set to code the weaker actor in the 
dyad. The CINC index is based on six variables recorded in the data set: 
military expenditure, military personnel, energy consumption, iron and 
steel production, urban population, and total population. We use the Trigent 
variable from the Actor Level-International Crisis Behavior, ICB1 (v13) to 
code the actor triggering the crisis. If the triggering actor is also the weaker 
actor, then this is coded as 1.
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The CINC ratio is the ratio of the weaker actor to the stronger one in the 
dyad. It measures the degree of asymmetry in the capabilities of the two 
actors. The farther this ratio is from 1, the more the power relationship is 
asymmetric in the dyad.

Number of Crisis Actors, Number of Actors: These are both taken from the 
System Level-International Crisis Behavior, ICB1 (v13) project. The two 
variables report the number of crisis actors involved in an international 
crisis and the number of states perceived by the crisis actors to be involved, 
including the crisis actors themselves. For previous crises, we coded this as 
1 if the actors in the dyad had crises before this event. For this, we looked at 
whether the same dyad had any observations in ICB1 before the crisis year.

Min Simultaneous Hostile Threats, Min Rivals: Both are taken from the Dyadic 
Militarized Interstate Dispute Dataset MID, (v4.3). These  variables denote 
the total number of strict hostile threats (HIGHHOST, coded as 4 = use of 
force and 5 = interstate war) the actors have with any rival in the same year. 
We then take the minimum number of strict hostile threats in the dyad. We 
also code the minimum number of rivals each actor in the dyad has in that 
year.

Superpower Involvement: This is taken from the System Level-International 
Crisis Behavior, ICB1 (v13) project. It denotes superpower involvement by 
the United States and the USSR in post–World War II crises.

Domestic Factors
Minimum Audience Costs: We use Uzonyi et al.’s (2012) Audience Cost ca-

pacity index to measure regime sensitivity to audience costs. This index 
ranges from 0 to 3 and is based on two dimensions, openness of executive 
recruitment (xropen) and restrictions on political participation (parcomp), 
which are taken from the Polity IV Project. We take the minimum score in 
the dyad.

Democratic Dyad: If both actors in the dyad score 5 or above in the Polity IV 
Project, this variable is coded as 1.

Leader Change, Min Leader Tenure, Irregular Change, and Regime Change 
are coded from Archigos (Goemans, Gleditsch, and Chiozza 2009) data, 
which comprise a data set on political leaders. We code leadership change 
preceding or during a crisis. If there is such a change in any of the actors 
in the dyad, this variable is coded as 1. Irregular entry is coded as 1 if the 
leader exits in an irregular way such as a coup, revolt, or assassination. Min 
Leader Tenure is the minimum leadership tenure of any of the actors in the 
dyad. We code the leadership tenure of each actor using the leadership entry 
date from Archigos and the trigger date of the crisis.

Leader Changes That Are Not Successors: Leader changes that are not suc-
cessors are coded from Change in Source of Leaders Support, CHISOLS 
(Leeds and Mattes, Leeds, and Matsumura 2016). We code any change in 
the source of leader support in the crisis year (solschangedummy in CHI-
SOLS) by any actor in the dyad. It is coded as a dummy.
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Systemic and Domestic Shocks
Post–Cold War: This is coded as 1 for all years succeeding 1990.
Natural Disasters: This is coded from EMDAT, International Disasters 

 Database. We took the total deaths in natural disasters for both actors in the 
dyad in the crisis year. We categorized the fatalities as 1 (< 100), 2 (100 ≤ 
and < 1,000), and 3 (> 1,000) to denote the severity of the consequences 
of the disasters. We then summed the categorical score of both actors. This 
ranges between 1 and 6. For example, 6 denotes that both states had a se-
vere natural disaster in the crisis year.

Regime Change: Coded from CHISOLS, this is coded as 1 if any regime 
change occurred in the dyad in the crisis year.

Individual Factors
Previous Crisis: This is taken from the System Level-International Crisis Be-

havior, ICB1 (v13) project. This variable is coded as 1 if the actors in the 
dyad had a crisis before this event. For this, we looked at whether the same 
dyad had any observations in ICB1 before the crisis year.

Territory, Contiguity, Contiguity*Territory: Territory is direct contiguity (sepa-
rated by land or by a river border) between the actors in a dyad. It is taken 
from Direct Contiguity (v3.2) in the COW project. Territory is taken from the 
Actor Level-International Crisis Behavior, ICB1 (v13). We use Gravity = 3 
in ICB1 to denote the territorial threat. Contiguity*Territory is the interaction 
of the two variables.

Intangible Territorial Claims: This is coded as 1 if there is a territorial threat 
to any of the actors in the dyad and the issue is coded as ethnic in System 
Level ICB1 data (Ethnic = 1 or 2).

Multiple Issues: This is coded from System Level ICB1 data (Issues  variable). 
This variable is coded as 1 if the principal issue for the crisis  actors is com-
posed of two or more issues.

Table 5.A1. Logistic Model on Crisis Escalation

Escalate Model 1 Model 2

International and Dyadic Factors

CINC ratio 2.86(0.87)*** 3.60(1.10)***
Weak state as trigger 0.74(0.16) 0.62(0.14)**
Number of actors 1.06(0.02)*** 1.04(0.01)***
Number of crisis actors 1.11(0.05)**
Superpower involvement 1.02(0.05) 1.06(0.05)
Minimum hostile threats 1.07(0.13)
Minimum rivals 0.82(0.07)**

Domestic Factors

Minimum audience costs 0.51(0.11)***
Democratic dyad 0.39(0.11)***
Leadership change 2.25(0.40)*** 3.02(0.57)***
Irregular leadership change 2.79(0.55)***
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Escalate Model 1 Model 2

Individual Factors

Territory 0.47(0.20)*
Contiguity 0.43(0.10)***
Contiguity*Territory 5.08(2.60)***
Intangible territorial claims 2.02(0.60)**
Multiple issues 0.75(0.14)
Previous crisis 1.12(0.10) 1.16(0.10)*

Systemic and Domestic Shocks

Post–Cold War 2.18(0.59)*** 1.65(0.44)*
Natural disasters 0.76(0.09)** 0.66(0.08)***
Regime change 0.51(0.26) 0.44(0.23)
Constant 1.43(0.57) 1.10(0.42)

* p < 0.1, ** p < 0.05, *** p < 0.01. Odds ratios are reported. Constant estimates baseline odds. N1 = 721, 
N2 = 758. We report odds ratios, defined as the probability of success and the probability of failure. Ratios 
less than 1 coincide with a negative coefficient and mean the odds of failure are greater.

NOTES

1. While Diehl and Goertz (2000) focus on the number of militarized disputes and the 
time span within which these disputes occured in order to identify and classify rivalries, 
Colaresi, Rasler, and Thompson (2007) rely instead on interpretive analysis of states’ per-
ceptions of each other as competitors and enemies whose threats can become militarized 
in order to identify what they refer to as strategic rivals.

2. Militarized disputes are defined as cases of conflict where a state engages in the 
threat, display, or use of military force short of war toward another state (Jones, Bremer, 
and Singer 1996, 163).

3. Senese and Vasquez (2005) show that this relationship is curvilinear, with the chances 
of war decreasing after twenty-eight militarized interstate disputes. However, their find-
ings are not exclusively focused on international rivals.

4. This mechanism may be weaker in authoritarian states where propaganda can shape 
public perceptions to a greater extent and make domestic audiences more supportive of 
leaders’ empty threats (Weiss and Dafoe 2019).

5. We include all the variables we mentioned in Table 5.1 in our analysis except for four. 
First, we were unable to find any data sets to code hawkish or dovish behavior. Second, 
when we tried to use the two variables, claim salience (ICOWsal) and the total number of 
militarized disputes over the issue that occurred during any dyadic claim (midsiss) from 
the Issue Correlates of War (ICOW) data set, we had a lot of missing observations. Third, 
we lost six of seven observations partly because ICOW is coded until 2001 and partly be-
cause the two data sets are incompatible. Fourth, no data set can capture public perceptions 
of the rivalry except for country-level surveys.

6. The data are in dyad format for each crisis.
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Chapter Six

Nuclear Weapons
Matthew Fuhrmann

Nuclear weapons are different than any other military technology. They are 
unique because of the speed with which they can kill people and destroy property, 
as well as their production of radioactive fallout upon use. The detonation of a 
150 Kt nuclear weapon—the size of the bomb North Korea tested in 2017—over 
New York City would kill an estimated 728,220 people.1 Because of their destruc-
tive potential, nuclear weapons have been a centerpiece of world politics for more 
than seventy-five years.

The United States first detonated a nuclear explosion in the New Mexico 
desert in July 1945. One month later it dropped nuclear weapons on the 
Japanese cities of Hiroshima and Nagasaki. The Soviet Union then obtained 
nuclear weapons in 1949. The American and Soviet nuclear arsenals featured 
prominently in numerous Cold War–era events—most notably crises over 
Berlin from 1958 to 1961 and the 1962 Cuban Missile Crisis. The collapse of 
the Soviet Union on December 25, 1991, seemingly relegated nuclear weap-
ons to the back burner of international relations, as the prospect of nuclear 
war now appeared exceedingly remote. But it soon became clear that nuclear 
weapons were still relevant in the altered international landscape. India and 
Pakistan built nuclear weapons and openly tested them in May 1998. North 
Korea followed suit, carrying out a total of six nuclear tests from 2006 to 2017. 
Some policymakers in the United States fear that Iran may soon build nuclear 
weapons as well.

In total ten countries have built nuclear weapons since World War II (see 
 Table 6.1). Many others has seriously tried or at least considered the option.  Another 
group of countries has hosted nuclear forces on their soil that belonged to an ally. For 
example, the United States continues to station fifty nuclear weapons at an  airbase 
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Table 6.1. Nuclear Weapons States and Others That Tried

Nuclear Powers
Countries That Hosted 
Foreign Nuclear Weapons

Select Countries That 
Considered Getting
Nuclear Weapons

China
France
India
Israel
Pakistan
North Korea
Russia
South Africa
United Kingdom
United States

Belarus
Belgium
Canada
Cuba
Czechoslovakia
Cyprus
Denmark
East Germany
Germany / West Germany
Greece
Hungary
Italy
Kazakhstan
Malaysia
Mongolia
Morocco
Netherlands
Philippines
Poland
Singapore
South Korea
Spain
Taiwan
Turkey
Ukraine
United Kingdom

Algeria
Argentina
Australia
Brazil
Egypt
Iran
Iraq
Italy
Libya
Nazi Germany
Norway
Romania
South Korea
Sweden
Switzerland
Syria
Taiwan
West Germany
Yugoslavia

in Turkey—even as relations between the two countries have soured recently (see 
Fuhrmann and Sechser 2019).

How has the spread and possession of nuclear weapons influenced interna-
tional relations? This chapter draws on a large body of scholarship to distill what 
we know about the political effects of nuclear weapons.2 It focuses on two ways 
in which nuclear weapons shape international conflict behavior: (1) by deterring 
armed conflict and (2) by enabling revisionist foreign policies.3

With this information in hand readers can consider whether the spread of 
nuclear weapons is destabilizing or desirable.4 Bear in mind that there are two 
ways to think about this issue. One approach is to consider how the spread of 
nuclear weapons influences the international system as a whole. Another is to ask 
how nuclear proliferation affects the foreign policy of an individual country, like 
the United States. What is good for one country might not necessarily be good 
for the world, and vice versa.
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DETERRING ARMED CONFLICT

Deterrence is about shaping the behavior of another actor. The goal of the actor 
engaged in deterrence, who is typically called the defender, is to prevent some-
one else from taking an undesirable action. Nuclear deterrence can work through 
either punishment or denial. The leader of a nuclear-armed country could threaten 
to inflict a massive amount of pain on an adversary by razing one or more of 
its largest cities. To illustrate, in an apparent attempt to discourage Pakistani 
aggression, Indian defense minister George Fernandes said in December 2001, 
“We could take a strike, survive and then hit back. Pakistan would be finished” 
(quoted in Black 2010). The goal in nuclear deterrence by denial, by contrast, is 
usually to convince an adversary that an invasion or some other act of aggression 
would not succeed. Threatening to use nuclear weapons on the battlefield, for 
instance, might dissuade an adversary from carrying out a land invasion.

There are different types of deterrence, as summarized in Table 6.2.5 General 
deterrence occurs when a state attempts to preserve the status quo outside of a 
crisis. Immediate deterrence takes place if general deterrence has failed and the 
defender seeks to restore the status quo ante. To illustrate, in 1962 the Soviet 
Union surreptitiously placed nuclear missiles in Cuba. This was a failure of gen-
eral deterrence since President John F. Kennedy had previously warned Soviet 
leader Nikita Khrushchev not to place offensive missiles on the island. Once 
Washington discovered the missiles, the United States practiced immediate deter-
rence by implicitly threatening the Soviets with nuclear war unless Khrushchev 
dismantled the missile bases. Deterrence becomes extended if a nuclear power 
seeks to protect an ally rather than itself.

Does nuclear deterrence work? The answer is complicated. At the most basic 
level deterrence works when the potential aggressor believes that the expected 
costs of aggression exceed the benefits. If this is not the case, a nuclear threat may 
lack credibility. Research on nuclear deterrence focuses on four main things that 

Table 6.2. Nuclear Deterrence Typology

Who Is Being Protected?

Yourself An Ally

Has There Been An 
Initial Provocation?

No General deterrence
Example: North Korea 
preventing a US invasion

General extended deterrence
Example: the United States 
protecting Western Europe 
from Soviet invasion during 
the Cold War

Yes Immediate deterrence
Example: Cuban Missile 
Crisis

Immediate extended 
deterrence
Example: the United States 
defending Taiwan after 
Chinese shelling of offshore 
islands in 1954–1955
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influence threat credibility: (1) the type of conflict the defender seeks to  deter,  
(2) capabilities and nuclear superiority, (3) strategy and posture, and (4) the 
nuclear taboo—a normative opprobrium associated with nuclear use. I discuss 
each of these in turn.6

What Type of Conflict?

A country might face a full spectrum of military threats. Nuclear strategist Her-
man Kahn (1965) famously created a ladder of escalation with forty-four rungs 
ranging from the perception of a crisis to what he referred to as insensate war. 
What exactly does having nuclear weapons allow a country to deter?

One school of thought suggests that nuclear weapons allow countries to deter 
virtually any military threat, even low-level conventional conflict. The reason is 
that disputes that start off small could eventually escalate to the nuclear level. A 
rational actor, based on this line of thinking, would consider the possibility of 
escalation and avoid even small military provocations against nuclear powers 
(Jervis 1984, 13; Mearsheimer 2001, 129; Horowitz 2009, 251). Jervis (1984, 
151) explains, for example, that US military responses to Soviet actions in An-
gola and Ethiopia during the Cold War would not have prompted an immediate 
nuclear attack. “But what would have happened had such steps been taken was 
impossible to foresee, and the chance of mutually undesired costs, if not complete 
devastation, weighed heavily on American decision makers.”

This view often assumes that nuclear weapons loom in the background of any 
potential crisis even if nuclear use seems unlikely in the present moment (Jervis 
1984, 150). The fact that nuclear weapons could be used shapes interactions with 
a nuclear power and induces caution (Kroenig 2013, 142). Paul Nitze (1956, 195) 
nicely characterized this perspective: “[W]hether or not atomic weapons are ever 
again used in warfare, the very fact of their existence, the possibility that they 
could be used, will affect all future wars.”

The majority of studies that have evaluated this claim found that nuclear weap-
ons do not reliably decrease—and may increase—the likelihood of low-level con-
flict (Kugler 1984; Huth, Bennett, and Gelpi 1992; Gartzke and Jo 2009; Sample 
2002; Sobek, Foster, and Robison 2012; Gibler, Rider, and Hutchison 2005; Bell 
and Miller 2015; Fuhrmann and Tkach 2015). However, a couple of recent stud-
ies report a negative correlation between nuclear weapons possession and the 
onset of low-level military conflict, particularly if the challenger is nonnuclear 
(Narang and Mehta 2019; Lee et al. 2020). Beardsley and Asal (2009a) find that 
nuclear weapons reduce a country’s vulnerability to violent crises, some of which 
might be classified as “low level.” But they do not find evidence of deterrence 
benefits when it comes to the onset of nonviolent crises.

A second school of thought makes a more limited claim: nuclear weapons deter 
major war but may not deter lower-level conflict. In this view nuclear threats lack 
credibility against uses of force short of war. For more serious confrontations, 
though, nuclear weapons induce stalemate because nuclear use might be on the 
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table. Low-level disputes do not become wars where nuclear threats might be 
credible, according to this line of thinking, because countries can effectively 
control escalation. This notion is at the heart of a perspective known as the theory 
of the nuclear revolution (TNR) (Jervis 1989). The first implication of TNR, 
 according to Jervis (1989, 23–24), “is that military victory is not possible. From 
this it follows that if statesmen are sensible, wars among the great powers should 
not occur.” Theorists such as Kenneth Waltz (1981) and Charles Glaser (1990) 
have echoed this view.

The TNR perspective holds that nuclear weapons contributed to the absence of 
major power war in Europe after 1945 (see Gaddis 1987). At the same time, ac-
cording to a recent list of wars compiled by Dan Reiter, Allan Stam, and Michael 
Horowitz (2016), nuclear powers have been targeted in wars on five occasions: 
Russia and China fought against US forces during the Korean War, Egypt attacked 
Israel during the 1969–1970 War of Attrition, Egypt and Syria targeted Israel in 
the 1973 Yom Kippur War, Argentina instigated the 1982 Falklands War with the 
United Kingdom, and India and Pakistan fought the Kargil War in 1999. These 
disputes were possible because countries believed that they could prevent nuclear 
weapons from entering the fray by limiting their war aims or seeking aid from third 
parties, among other strategies (Avey 2019). Even within wars—which are typi-
cally defined as conflicts with at least one thousand battle-related deaths—there is 
thus a variation in the degree to which nuclear threats are credible. For proponents 
of the TNR perspective, nuclear arsenals are most useful for controlling escalation 
and preventing large-scale conflicts that would threaten the country’s survival.

Studies seeking to statistically assess whether nuclear powers are less war 
prone have produced conflicting findings. Some have found that two nuclear-
armed states are less likely to fight wars compared to other pairs of countries 
(Sample 1998; Rauchhaus 2009). Others show that nuclear powers are not 
unambiguously less likely to experience wars (Geller 1990; Gibler, Rider, and 
Hutchison 2005; Bell and Miller 2015).

A third perspective holds that nuclear weapons are useful for deterring 
one thing only: nuclear use. Using nuclear weapons in response to any other 
action, people in this camp argue, is simply implausible, so potential aggres-
sors can dismiss the possibility of nuclear escalation in those cases. Former 
secretary of defense Robert McNamara (1983, 79) perhaps best captures this 
line of thinking. “[N]uclear weapons serve no military purpose whatsoever,” 
he argued. “They are totally useless—except only to deter one’s opponent from 
using them.”

This argument is the least controversial of the three. It is also the most difficult 
to test using historical evidence because nuclear weapons have (thankfully) only 
been used twice in war—and not since August 1945. While it is true that a nuclear 
power has never suffered a nuclear attack, neither has a nonnuclear-weapons 
country since World War II. The traditional way to test predictions about nuclear 
deterrence—by comparing the rates at which nuclear and nonnuclear states expe-
rience some event—is not feasible in this context.
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Allies versus the Homeland

There is general consensus that extended deterrence is more difficult than pro-
tecting the homeland (Schelling 1966). Indeed, it can be difficult for a nuclear 
power to convince adversaries that it would fight to defend an ally—especially 
if nuclear weapons could become involved. To cite one classic example, former 
French leader Charles de Gaulle doubted that the United States would sacrifice 
New York in order to save Paris.

Fewer studies have sought to empirically assess the viability of extended 
nuclear deterrence. Among those that have, there is evidence that allies of nu-
clear powers are less likely than other states to be targeted in military disputes. 
Huth (1990) finds that nuclear weapons contributed to extended deterrence 
success in an examination of fifty-six crises from 1885 to 1983. Fuhrmann and 
Sechser (2014) show that having a defense pact with a nuclear power lowers 
a country’s risk of being targeted in military disputes that result in at least one 
fatality. Alliance commitments are effective because they communicate infor-
mation to third parties about the nuclear power’s resolve to fight (see Morrow 
1994; Fearon 1997).  Reneging on an alliance promise would harm the nuclear 
power’s reputation (Gibler 2008), so it would not provide security guarantees 
unless it intended to uphold them. Potential third-party attackers recognize this 
and take security guarantees more seriously when they are codified in a formal 
treaty. However, support for the nuclear deterrence hypothesis in the context of 
extended deterrence is not universal. At least one study—Huth (1988a)—finds 
no relationship between the defender’s possession of nuclear weapons and ex-
tended deterrence success.

Capabilities and Nuclear Superiority

The amount of nuclear firepower a country needs to successfully deter attacks 
has been a source of debate in scholarship for decades. This debate remains 
lively today.

One perspective suggests that states can engage in nuclear deterrence even 
if they do not possess assembled nuclear warheads (Schell 1984; Mazarr 1997; 
Fuhrmann and Tkach 2015). This could work in one of two ways. First, as a 
country gets close to a bomb, its rivals might fear that it might be nuclear armed, 
leading the adversaries to exercise restraint. For example, as India and Pakistan 
approached the weapons threshold during the 1980s the possibility that an attack 
would trigger nuclear retaliation induced caution (Hagerty 1995; Fair 2014). 
Second, potential aggressors might know for certain that a state is currently 
nonnuclear but realize that it could build a bomb quickly in the event of a crisis. 
Scholars refer to these states as latent nuclear powers. According to a database 
compiled by Fuhrmann and Tkach (2015), thirty-three countries have developed 
sensitive dual-use nuclear technology needed to build weapons. If a latent nuclear 
power is attacked, it could quickly assemble a nuclear bomb and potentially use it 
against the aggressor. There is some evidence that latent nuclear powers are less 
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vulnerable to military disputes than states that lack the key building blocks for a 
bomb (Fuhrmann and Tkach 2015; Spaniel 2019, chapter 4). Yet many scholars 
are skeptical that latent nuclear deterrence can work (Waltz 1997; Mehta and 
Whitlark 2017).

Other scholars argue (or assume) that the deterrence benefits of an arsenal 
kick in once a state openly tests a nuclear device or assembles its first nuclear 
weapon (Gartzke and Kroenig 2009; Rauchhaus 2009; Horowitz 2009; Fuhrmann 
and Tkach 2015). In that situation an opponent may not be able to rule out the 
possibility that a military attack would result in nuclear escalation—even if the 
nuclear power’s arsenal was potentially vulnerable.

Another perspective, exemplified by TNR, suggests that countries need a 
second-strike capability in order to deter (Waltz 1981; Jervis 1989). This means 
that they could retaliate with a nuclear strike after suffering an initial attack by 
an adversary. In that case mutually assured destruction (MAD) would hold. The 
challenger knows that a nuclear attack would result in the catastrophic destruc-
tion of its own territory and population. Based on the TNR perspective, MAD is 
therefore a highly stable situation in which the catastrophic effects of nuclear war 
induce caution and deter war. On the other hand, nuclear weapons are useless for 
deterrence if the adversary knows that it could wipe out the nuclear power’s abil-
ity to retaliate in a disarming first strike. That kind of situation could be unstable, 
as it incentivizes a country to strike first during a crisis.

Based on this line of thinking, a country does not necessarily need a large 
nuclear arsenal in order to deter. Because nuclear weapons are so terrifyingly 
destructive, the prospect of a “little” nuclear war is enough to make any rational 
leader think twice before mounting an attack. A small nuclear arsenal is there-
fore sufficient for deterrence to hold as long as the potential attacker knows that 
it could not eliminate the state’s nuclear capabilities in an initial strike (Waltz 
1990, 736).

The second-strike school offers differing opinions about the level of certainty 
required for deterrence (for a more complete discussion, see Lieber and Press 
2019, chapter 3). One perspective suggests that the mere chance of nuclear retali-
ation can deter conflict because the costs are so large. These scholars differ on ex-
actly how likely retaliation must be, but they are united in the view that it does not 
have to be certain (Brodie 1946; Freedman 1988; Waltz 1990). Ask yourself this: 
if you were the American president, would you attack a nuclear-armed country if 
there was a 50 percent chance that doing so would lead to a single nuclear attack 
against New York? What if there was a 25 percent chance? Or 10 percent? Some 
would respond in the negative because the consequences are simply too great to 
justify the chance. Others disagree. These scholars argue that nuclear retaliation 
has to be certain (or near certain) in order for deterrence to work (Jervis 1984; 
Glaser 1990).

Another line of thinking suggests that a country needs to have nuclear 
superiority over its adversary in order to reap deterrence benefits. A nuclear 
 monopoly—when one state has a nuclear arsenal and its adversary does not—is 
the most extreme form of nuclear superiority. When studies find that nuclear 
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weapons yield political benefits, they tend to show that those advantages weaken 
considerably if the opponent is also a nuclear power (Beardsley and Asal 2009b; 
Narang and Mehta 2019; Lee et al. 2020).

In situations where two adversaries possess nuclear weapons, some scholars 
argue, deterrence depends on having the more powerful arsenal. Proponents of 
larger nuclear arsenals make three main claims. First, even if a nuclear exchange 
would be devastating for both countries, it would be worse for the state with the 
inferior arsenal. Second, having a nuclear advantage helps a country prevail in a 
crisis by increasing its resolve relative to that of its adversary. As Matthew Kroe-
nig (2018) puts it, “military nuclear advantages increase a state’s willingness to 
run risks in international conflicts … in a game of chicken we might expect the 
smaller car to swerve first even if a crash would be disastrous for both.” Third, 
achieving a reliable second-strike capability is more difficult than the TNR per-
spective implies (Long and Green 2015; Press and Lieber 2019). Technological 
advancements and counterforce targeting make it easier to destroy an adversary’s 
nuclear capabilities than is commonly assumed. Even submarines—which many 
analysts assume are survivable—can be located and targeted in ways that are not 
always fully appreciated (Long and Green 2016). As a result Press and Lieber 
(2019) conclude that “a small, vulnerable nuclear force did not give the Soviet 
Union adequate protection” during the early Cold War period. This view does 
not necessarily imply that states need massive nuclear arsenals or dramatically 
more weapons than their opponents in order to deter, but it does suggest that 
small arsenals may not be sufficient for deterrence. It implies that China, which 
has historically maintained a small nuclear arsenal, will continue modernizing its 
forces and seek greater capabilities to deter the United States (Talmadge 2019b).

Strategy and Posture

The preceding discussion about nuclear superiority leads to a more general ques-
tion: what capabilities and doctrine are necessary to achieve relevant national 
security objectives? A large body of work considers this question. It considers 
how a country operationalizes its nuclear forces—which is known as its nuclear 
posture—and what implications this has for deterrence and peace.

Work on nuclear posture begins with a basic idea: the effects of nuclear 
weapons on international stability depend in part on how a country tries to use 
its nuclear arsenal. To understand the effects of nuclear arsenals, then, we need 
to have a deep appreciation of a country’s goals and strategy. Much of the work 
on this topic has focused on the US-Soviet rivalry during the Cold War. More 
recently scholars have examined regional nuclear powers and the potential for 
nuclear escalation in US-China interactions (Cunningham and Fravel 2015; 
 Talmadge 2017).

Vipin Narang (2009/2010, 2014) identifies three postures that regional nuclear 
powers could pursue: assured retaliation, asymmetric escalation, and catalytic. 
The goal in assured retaliation is to deter nuclear use and blackmail. China and 
India have adopted this posture. In asymmetric escalation, a strategy pursued 
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by France and Pakistan, the principal objective is to deter conventional conflict 
as well as nuclear use. States with catalytic postures, like South Africa, rely on 
their arsenals to influence third-party states. The goal here is to motivate power-
ful actors, often the United States, to intervene on a state’s behalf by threatening 
nuclear escalation in a regional conflict. Superpowers such as the United States 
could pursue one of these strategies, but they also have the means to chase more 
ambitious goals. For example, they could try to protect allies from aggression by 
placing them under a nuclear umbrella.

Nuclear strategists debate what countries must do in order to meet their rel-
evant political objectives. Much of the discussion centers on five specific issues.

The first is about delivery systems. Nations have historically utilized three 
main ways to deliver nuclear weapons: bombers, missiles, and submarines. The 
United States relies on all three—the so-called nuclear triad. By contrast, the 
United Kingdom currently relies just on submarines to launch its nuclear missiles. 
Some research seeks to explain variation in the adoption of platforms (Gartzke, 
Kaplow, and Mehta 2014). Whether all three delivery systems are necessary for 
deterrence has been a source of debate, especially in recent years. Some have ar-
gued that US intercontinental ballistic missiles (ICBMs) are unnecessary and may 
actually invite instability (Talbot 2018). Missile silos are relatively vulnerable to 
a first strike because they are stationary, whereas bombers and submarines can be 
put in constant motion (missiles can also be made mobile via road or railway but 
the United States does not currently do this). Others counter that the land-based 
ICBM force is central to the deterrence mission (Kroenig 2018).

A second issue has to do with targeting (Sagan 1990). Counterforce targets are 
military sites or capabilities that could inflict damage on a country in retaliation 
for an initial attack. Countervalue strikes, by contrast, target an adversary’s cities 
or industrial centers. Scholars and policymakers have debated what combination 
of counterforce and countervalue targets is necessary to achieve deterrence. The 
evolution of former secretary of defense Robert McNamara’s views on target-
ing underscore this debate. In June 1962 he took a strong stand against target-
ing Soviet cities with nuclear weapons, arguing that American nuclear strategy 
should hinge on “the destruction of an enemy’s forces, not his civilian popula-
tion” (quoted in Scoblic 2009). However, he later emphasized the importance 
of countervalue targeting. McNamara argued that the best way to deter was by 
threatening to inflict “unacceptable damage” on an adversary. He defined this as 
the capacity to destroy between one-fifth and one-fourth of the Soviet population 
and one-half of its industrial base (Office of the Secretary of Defense, n.d.). Thus, 
based on the Soviet population in the mid-1960s, the United States believed that 
it needed to kill no fewer than 40 million civilians in order to deter Moscow. 
Some scholars have challenged this notion. Waltz (1981), for example, calls this 
requirement “absurdly high.”

A third and related debate has to do with the development and deployment 
of tactical nuclear weapons, which are meant for battlefield use as counterforce 
tools. This debate focuses largely on US tactical nuclear weapons deployed 
abroad. During the Cold War the United States deployed tactical nuclear  weapons 
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on the territory of strategically significant countries such as Taiwan, South Korea, 
and the United Kingdom. Washington still maintains B-61 nuclear gravity bombs 
in Belgium, Germany, Italy, the Netherlands, and Turkey (Fuhrmann and Sechser 
2014). Some have argued that these weapons bolster deterrence by serving as 
“tripwire” forces (Schelling 1966). They would be used early in an armed con-
flict before they could be eliminated in a disarming attack, based on this logic, 
thus guaranteeing that the United States would fight to defend its allies. Because 
the Soviet Union understood this, its leaders would be less likely to launch an 
attack. Moreover, these weapons were thought to bolster deterrence by denial. If 
the Soviets tried to invade, large numbers of their troops would be killed, and it 
would be difficult for forces that were not immediately hit to traverse the territory 
without suffering potentially fatal radiation poisoning.

Yet there is not strong empirical support for this idea. Fuhrmann and Sechser 
(2014) find that, controlling for the effects of a military alliance, countries that 
host land-based foreign nuclear weapons are not less likely to be targeted in vio-
lent military disputes than those that do not. This evidence suggests that station-
ing nuclear forces on an ally’s territory does not bolster extended deterrence by 
making nuclear threats more credible. The presence of a robust defense commit-
ment is usually sufficient to protect allies, regardless of where a nuclear power’s 
assets might be deployed (Fuhrmann and Sechser 2014, 932).

No first use (NFU) of nuclear weapons is a fourth topic that has attracted atten-
tion in both scholarship and policy circles. An NFU pledge means that a country 
would not be the first to use nuclear weapons in war. The United States has tra-
ditionally not held nor does it currently have a declaratory policy of NFU. Some 
have argued that this is a wise policy since it enhances Washington’s ability to 
deter chemical or biological attacks, as well as large-scale conventional conflict 
(Quester 2000). In this view creating ambiguity about the conditions under which 
a state would use nuclear weapons is good for deterrence. Critics of NFU also 
suggest that declaratory policy is largely irrelevant because pledges are hollow 
(Quinlan 2007). The Soviet Union had an NFU pledge during the Cold War, for 
instance, but it is not clear that this shaped American perceptions of Moscow’s 
intentions in any meaningful way. Others counter that an NFU policy would 
enhance peace and stability by reducing the role of nuclear weapons in world 
politics, which would bolster global nonproliferation efforts and lower the risk of 
nuclear war (Sagan 2009; Gerson 2010).

A fifth prominent debate is about the command and control of a nuclear arsenal 
(Bracken 1983; Nolan 1989; Feaver 1992). Who should have launch authority 
over nuclear forces? And what is the ideal relationship between civilian leaders 
and military commanders when it comes to the management of a nuclear arse-
nal? There have been many close calls involving nuclear weapons. For example, 
during the Cuban Missile Crisis US personnel at a base in Minnesota mistook 
a bear—yes, a bear—for a saboteur and sounded an alarm, leading forces at a 
nearby base in Wisconsin to conclude that nuclear war with the Soviet Union had 
begun (Sagan 1994, 3). Pilots rushed to their nuclear-armed planes and prepared 
to take off but were stopped at the last moment. Tight controls on nuclear use 
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may prevent accidents or unintended disasters (Feaver 1992, 165). At the same 
time, drawing on organization theory, Sagan (2004, 74) shows that extra security 
measures can paradoxically undermine nuclear security. Others have argued that 
tighter control over a nuclear arsenal can weaken deterrence by undermining 
threat credibility. From the standpoint of deterrence, a nuclear power wants its ad-
versary to conclude that a provocation would result in certain and near-immediate 
nuclear retaliation. The optimal policy, therefore, might be to pre-delegate launch 
authority to local commanders in the event of a crisis—meaning that they could 
fire nuclear weapons without explicit authority from the civilian leadership.

This debate is playing out in the United States today. The president has the sole 
authority to order a nuclear attack; he does not need confirmation from the secre-
tary of defense or anyone else. This policy is designed to bolster deterrence, but 
it has led to concerns that an erratic leader could carry out a catastrophic attack 
with essentially no institutional constraints. For some, the bar for nuclear use is 
too low. Members of Congress introduced legislation in 2017 that would prohibit 
the president from using nuclear weapons unless Congress had issued a formal 
declaration of war (Mecklin 2017).

The Nuclear Taboo

Nuclear weapons have not been used in war since 1945. Nina Tannenwald (1999, 
2007) has argued that this trend is due to the evolution of a “nuclear taboo.”7 This 
taboo, she contends, “is associated with widespread popular revulsion against 
nuclear weapons and widely held inhibitions on their use” (Tannenwald 2007, 8).8 
In this view nuclear weapons are unlike any other military technology. They cannot 
be used the way that a country could, for example, use bullets, tanks, or drones to 
attack an adversary. Nuclear attacks are seen as morally repugnant due to the scale 
of the destruction they would cause. Normative prohibitions on nuclear use could 
weaken the effectiveness of nuclear deterrence by making a potential aggressor 
question whether it would suffer nuclear retaliation.

Other scholars refer to the nonuse of nuclear weapons since 1945 as a “tradi-
tion” (Sagan 2004; Paul 2009). They argue that material considerations rather 
than normative ones help explain leaders’ reluctance to use nuclear weapons. Nu-
clear use could invite military or political blowback (see Sechser and Fuhrmann 
2017). It could, for instance, invite widespread nuclear proliferation as countries 
look for ways to protect themselves from blackmail or nuclear-backed aggression 
in the future (Sagan 2004). Based on this line of thinking, leaders generally re-
frain from thinking seriously about a nuclear attack except in dire circumstances, 
because they want to avoid the price tag of nuclear use. If the material costs of 
nuclear use were low and the benefits high, however, these scholars are not con-
vinced that the taboo would fully restrain nuclear use.

Recent experimental studies show that the nuclear taboo is weaker than one 
might think. Press, Sagan, and Valentino (2013) find that Americans are will-
ing to use nuclear weapons in situations where doing so provides a military 
advantage. They also find that those who oppose nuclear use worry mostly about 
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precedent setting and other material considerations rather than moral factors. In 
a related study Sagan and Valentino (2017) show that the majority of Americans 
are willing to support nuclear attacks that could kill millions of foreign civilians 
if that option protects US forces and better enables Washington to achieve its war 
aims. When strategic factors call for nuclear use, then, it is not clear that the taboo 
would restrain the American public.

These studies have prompted other articles on this topic—some of which reach 
different conclusions. Rathbun and Stein (2019), for example, find individual-
level variation in support for using nuclear weapons. People with a particular 
moral attitude—specifically, support for retribution—are willing to support 
nuclear use in situations where others are not. Other recent research has broadly 
supported the notion that the nuclear taboo is fragile (Gibbons and Lieber 2019).

ENABLING REVISIONIST FOREIGN POLICIES

The discussion in the previous section considers the defensive functions of 
nuclear weapons. The focus is on whether nuclear weapons help countries deter 
military threats with greater ease. However, having nuclear weapons may also 
help countries change the status quo. Scholarship has looked at three main ways 
in which nuclear weapons could facilitate revisionist foreign policies: (1) conflict 
instigation, (2) coercive diplomacy, and (3) preventive war.

Conflict Instigation and Nuclear Shields

If nuclear weapons provide deterrence benefits, can nuclear powers mount 
 military provocations with impunity? The answer would appear to be in the 
affirmative, since nuclear powers could use the threat of a nuclear attack to deter 
retaliation. B. H. Liddel Hart wrote in 1954 that a nuclear arsenal—particularly the 
development of the hydrogen bomb—“reduces the likelihood of full-scale war, it 
increases the possibility of limited war pursued by widespread local aggression” 
(quoted in Krepon 2004, 1). Glenn Snyder (1960, 31) echoed this view: “When 
the strategic balance is stable—when both sides have the capacity to strike back 
powerfully after absorbing a first strike—the tactical balance tends to become 
unstable because limited attacks can be undertaken and limited wars can be carried 
to fairly high levels of intensity without serious danger that either side will decide 
to initiate all-out strategic warfare.” The idea that nuclear weapons may decrease 
the risk of total war while simultaneously increasing the likelihood of lower-level 
conflict became known as the stability-instability paradox.

There is some evidence to support the view that having a nuclear arsenal 
makes a country more likely to initiate military disputes short of total war (Beard-
sley and Asal 2009a; Rauchhaus 2009). Proponents of this notion often point to 
Pakistan as a case that supports the theory (Kapur 2007). After testing nuclear 
weapons for the first time in 1998, Pakistan instigated the 1999 Kargil War and 
supported violent non-state actors that carried out attacks against Indian interests 
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with greater frequency. However, other studies do not find strong support for the 
nuclear emboldenment hypothesis. Bell and Miller (2015) find no evidence of a 
greater conflict risk in dyads with two nuclear-armed states. They do find, how-
ever, that nuclear states are more likely to instigate disputes against nonnuclear 
countries. These disputes tend to occur against new adversaries, which Bell and 
Miller interpret as evidence that states’ interests expand once they obtain nuclear 
arsenals.

Coercive Diplomacy

Scholars have also considered whether nuclear weapons facilitate coercive diplo-
macy. This body of work asks whether nuclear powers engage in compellence—
the use of military threats to change the status quo—more effectively.

Nuclear compellence could work, according to one school of thought, for the 
same reason that nuclear deterrence does: these weapons are so destructive that 
countries will do just about anything to avoid nuclear punishment. As Robert 
Pape (1996, 38) puts it, “Even if the coercer’s nuclear resources are limited, the 
prospect of damage far worse than the most intense conventional assault will 
likely coerce all but the most resolute defenders.” In his examination of nuclear 
blackmail Betts (1987, 218) finds evidence consistent with this view: “Attempts 
to exploit nuclear leverage in the past seem useful at best and not costly at worst, 
unless a country is operating from the inferior position.” He reaches this conclu-
sion after examining the most serious Cold War nuclear confrontations.

Some statistical studies show that nuclear powers can change the status quo 
with greater ease than their nonnuclear counterparts. Gartzke and Jo (2009) find 
that having nuclear weapons increases a country’s diplomatic status. Beardsley 
and Asal (2009b) show that nuclear powers are more likely to prevail in crises 
against nonnuclear states. Kroenig (2013) finds that, in crises with two or more 
nuclear powers, the state with the nuclear advantage is more likely to win. The 
mere potential to build nuclear weapons can also aid coercive diplomacy, accord-
ing to a recent analysis by Volpe (2017), since states can threaten to build nuclear 
weapons if their demands are not met.

Another view suggests that nuclear weapons have little utility for things other 
than deterrence. The TNR perspective holds that nuclear weapons cannot easily 
be used to change the status quo (Jervis 1989, 29–30). Expanding on this idea, 
Sechser and Fuhrmann (2017) introduce nuclear skepticism theory. They argue 
that coercive nuclear threats usually lack credibility because, in coercive diplo-
macy (as opposed to deterrence), the stakes are typically low relative to the costs 
of using nuclear weapons. The target therefore does not fear nuclear punishment 
if it fails to comply with the coercer’s demands. In 2013, for example, North 
Korea made nuclear threats in an apparent attempt to compel Washington to lift 
economic sanctions and end joint military exercises with South Korea. Air Force 
commander Ri Pyong-chol said, “Stalwart pilots, once given a sortie order, will 
load nuclear bombs, instead of fuel for return, and storm enemy strongholds 
to blow them up” (Choe 2013). Yet there is no evidence that North Korea was 
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able to extract concessions from the United States during this episode. President 
Obama did not appear to worry much about nuclear punishment: “We won’t 
 allow North Korea to create a crisis and elicit concessions,” he said (BBC 2013).

Nuclear Brinkmanship

Nuclear strategists have identified a possible solution to the credibility problem in 
nuclear blackmail (this applies to deterrence as well). They call it brinkmanship 
or the manipulation of risk (Schelling 1966). The basic idea is that countries can 
turn unbelievable nuclear threats into credible ones by taking dangerous actions 
that raise the possibility of some unintended disaster. To illustrate how this might 
work, Schelling (1966) asks us to imagine two mountain climbers who are tied 
together. One might coerce the other by saying, “Do as I say, or else I’ll jump.” 
This threat lacks credibility since carrying it out would cause both climbers to be 
killed. But what if the climber, after making the threat, walks to the edge of a cliff 
and appears to be off balance? There is now the possibility that he could slip and 
fall, generating a disaster for both climbers that neither wants to materialize. The 
other climber might now comply with the demand even though he or she believes 
that his or her counterpart would not intentionally jump. Countries can engage in 
brinkmanship with their arsenals by pre-delegating launch authority or alerting 
nuclear forces to actions that could result in nuclear use even in situations where 
a leader knows that doing so would be suicidal (see Sagan 1985; Narang 2014).

A classic case of nuclear brinkmanship occurred during the Cuban Missile 
Crisis. During the crisis the United States moved to defense readiness condition 
(DEFCON) 2—one step away from nuclear war. In doing so, it gave pilots and 
local commanders launch authority over nuclear weapons. Shortly thereafter a 
U-2 spy plane accidently ventured into the Soviet Union after the pilot became 
disoriented. Worried that the Soviets might perceive this as the first stages of an 
attack—the two countries were, after all, in the midst of the most serious nuclear 
crisis they ever faced—the United States scrambled fighter jets to guide the U-2 
back home. Because of the nuclear alert, these fighters were armed with nuclear 
weapons. At the same time, the Soviets had deployed MiG fighters to intercept 
the American aircraft. It is not hard to imagine that this incident could have pro-
voked a catastrophic clash (see Sechser and Fuhrmann 2017, 36). Brinkmanship 
theory expects that leaders should anticipate this kind of danger and ultimately 
back down. In a crisis with two nuclear actors, the side that ultimately wins a 
game of brinkmanship will be the one that has the higher resolve—that is, more to 
lose (Jervis 1984). According to another perspective, which I highlighted earlier, 
nuclear superiority will enable a state to push harder in brinkmanship situations, 
thereby increasing the odds that it will prevail (Kroenig 2013).

Others are less convinced that brinkmanship offers a clear solution to the cred-
ibility problem in nuclear coercion. Sechser and Fuhrmann (2017) identify three 
problems with brinkmanship theory. First, it requires leaders to take dangerous 
actions that raise the possibility of catastrophe, such as alerting their nuclear 
forces. But leaders may wish to maintain control in a crisis rather than cede it. 
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Second, attempts to manipulate the risk of nuclear war may not be detected or 
correctly interpreted by the other side. Sagan and Suri (2003) document, for 
instance, President Nixon’s attempt to end the Vietnam War on terms favorable 
to the United States by alerting American nuclear forces in 1969. The Soviets 
detected the alert but they were not sure what to make of it. No senior official in 
Moscow appears to have connected the alert with Vietnam, making it impossible 
for the Soviets to comply with the US demand. Third, even in the presence of 
brinkmanship, targets of nuclear coercion may still see threats as unbelievable.

Preventive War

Many have argued that pursuing nuclear weapons is destabilizing because it 
provides incentives for preventive war (Sagan and Waltz 2003, chapter 2). Rivals 
of a potential proliferator may seek to attack it in order to destroy its nuclear 
infrastructure, thereby delaying (or perhaps ending) the proliferator’s nuclear 
ambitions. In 1981 Israel bombed an Iraqi nuclear reactor that could have aided 
Saddam Hussein’s ability to build nuclear weapons. Israel took similar action 
in 2007, destroying a reactor in Syria that was being built with North Korean 
assistance. And the 2003 Iraq War was sold in part as necessary in order to end 
Iraq’s nuclear weapons program. Fuhrmann and Kreps (2010) identify ten other 
cases—some of which extended for multiple years—in which a state seriously 
considered preventive strikes against a rival’s nuclear program but ultimately 
opted against it. This includes the US consideration of force against China in the 
1960s and North Korea in the 1990s.

Scholars have explained when and why nuclear proliferation-induced preven-
tive attacks occur or are considered. One perspective suggests that these events 
happen when the anticipated costs of nuclear proliferation are high. Prior violent 
conflict, a highly autocratic potential proliferator, and divergent foreign policy 
interests all increase the likelihood of attacks or considered attacks against 
nuclear programs (Fuhrmann and Kreps 2010). Whitlark (2017) argues that threat 
perceptions vary across individual leaders. Movement toward preventive strikes 
happens, she claims, when heads of government believe that the spread of nuclear 
weapons induces instability and that the potential proliferator may be undeterra-
ble. Other studies highlight the role of information and intelligence. Bas and Coe 
(2016) show that peacetime consideration of preventive strikes becomes more 
likely when intelligence estimates reveal that a program is on the cusp of yielding 
a bomb. There may be uncertainty about a state’s nuclear-related progress, since 
countries can conceal relevant facilities, materials, or research (Fuhrmann 2018). 
In the presence of large power shifts ambiguity about a potential proliferator’s 
intentions can lead to war (Debs and Monteiro 2014). In addition, as Spaniel 
(2019, chapter 8) demonstrates, uncertainty about whether the nonproliferator 
is committed to taking preventive action can also lead to conflict. Commitment 
problems can lead to nuclear-induced preventive wars as well, especially if the 
potential proliferator is conventionally weak (Schub 2017). Finally, the costs of 
war shape an attacker’s enthusiasm for preventive military action. Ludvik (2019) 
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shows that a credible threat of conventional retaliation deters attacks against 
states that may harbor bomb-related ambitions.

The political effects of preventive attacks have also been debated in scholar-
ship. Some scholars contend that these strikes aid nonproliferation by destroying 
critical infrastructure (Kroenig 2013). In addition, preventive strikes can make 
foreign suppliers more reluctant to assist the targeted country and convince the 
proliferator to change strategies in ways that delay its programs (Kreps and 
Fuhrmann 2011). On the other hand, attacking a country in the name of nonpro-
liferation can backfire in the long run by increasing the target’s resolve to get 
nuclear weapons (Reiter 2005; Braut-Hegghammer 2011).

CONCLUSION: DIRECTIONS FOR FUTURE RESEARCH

This chapter has summarized what we know from scholarship on how nuclear 
weapons influence military conflict. As is hopefully clear from the preceding dis-
cussion, seventy-five years into the nuclear age we still lack consensus on some 
important questions about the political effects of nuclear weapons. Much more 
work is needed to resolve existing debates and address understudied questions. I 
focus on three potentially promising directions for future research.

The first is to use creative methodological tools to answer old questions. 
The standard approach for studying nuclear deterrence is to compare the con-
flict rates of nuclear and nonnuclear states. This strategy can be fruitful but it 
presents researchers with a well-known challenge. Identifying the causal effect 
of nuclear weapons on conflict based on real-world events is difficult because 
nuclear weapons are not randomly assigned. Countries seek and obtain nuclear 
weapons for particular reasons. These reasons—rather than the nuclear weapons 
themselves—could account for trends that we observe in historical data. Scholars 
typically account for this by controlling for confounding variables, factors that 
affect getting nuclear weapons and the likelihood of conflict, in their statistical 
models. We know, for example, that nuclear powers tend to have more powerful 
militaries than nonnuclear states and conventional military capabilities also bol-
ster deterrence. It is therefore important to include some measure of conventional 
military power in a statistical model of nuclear deterrence, and many scholars 
do this. But some confounding factors are difficult to measure or observe, so we 
cannot easily account for them in a statistical model. If unmeasured confounders 
exist, the resulting conclusions could be misleading.

This does not imply that we should abandon observational studies of nuclear 
deterrence (on the virtues and pitfalls of this method, see Fuhrmann, Kroenig, 
and Sechser 2014). Yet supplementing this approach with other methods could 
be fruitful. Scholars have successfully used survey experiments to study inter-
esting topics in nuclear security, particularly in the context of the nuclear taboo 
debate (Press, Sagan, and Valentino 2013; Sagan and Valentino 2017). Future 
work could extend this research by looking at other questions about the political 
effects of nuclear weapons where public perceptions are relevant, such as support 
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for military interventions based on the target’s nuclear status. Researchers are 
also beginning to use historical war games played by government officials (Pauly 
2018) and experimental war-gaming (Reddie et al. 2019) to better understand 
nuclear dynamics. Scholars could further advance knowledge by considering 
other novel methodological approaches to nuclear security.

Second, it would be productive to devote more attention to the problem of 
nuclear latency. As discussed previously, there are many more latent nuclear 
powers in the world than actual weapons states. These threshold states have been 
neglected in scholarship historically. Fortunately, this issue has received more 
attention over the past decade (Sagan 2010; Fuhrmann and Tkach 2015; Mehta 
and Whitlark 2017; Volpe 2017; Spaniel 2019). Yet there is still much that we do 
not understand about how latent nuclear capabilities influence peace and stability. 
Additional work in this area would be welcome.

Third, technological innovations may be changing what we know about 
nuclear weapons and international conflict. The advent of sophisticated cyberwar 
capabilities and other emerging technologies could upend the traditional under-
standing of nuclear deterrence and coercion. Scholars have recognized this pos-
sibility (Press and Lieber 2019; Sechser, Narang, and Talmadge 2019) but there 
is still a lot to be learned at the intersection of nuclear weapons and emerging 
technologies.

NOTES

1. This is based on the simulator available at http://www.nuclearsecrecy.com/nukemap/.
2. For an earlier attempt that makes some similar points, see Berkemeier and Fuhrmann 

(2017).
3. This chapter focuses on mainstream international relations research from the rational-

ist and constructivist traditions. There is also significant work on nuclear weapons that is 
broadly associated with critical theory. In a feminist analysis of nuclear deterrence, for 
example, Cohn (1987) discusses how the language associated with nuclear war is gendered.

4. This is the question posed in a classic debate between Sagan and Waltz (2003).
5. I thank Kelly Kadera for suggesting a table along these lines. For literature discuss-

ing these distinctions, see George and Smoke (1974), Morgan (1983), Huth and Russett 
(1984), and Danilovic (2002). See Kahn (1965, 282) for another deterrence typology.

6. Much of the scholarship described in this chapter assumes that leaders behave 
 rationally. For critiques of deterrence rooted in psychology, see Jervis, Lebow, and Stein 
(1989).

7. This is an influential work rooted in the constructivist tradition. For other constructivist- 
based scholarship about nuclear weapons, see Rublee (2009) and Harrington de Santana 
(2009).

8. A taboo may also operate in the realm of chemical weapons. See Price (2007).

http://www.nuclearsecrecy.com/nukemap/
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Chapter Seven

Outcomes and Consequences of War
Stephen L. Quackenbush

Much of the literature on war and international conflict more broadly focuses on 
its causes. In comparison, the literature examining what happens once war starts 
is much less extensive. Scholars have nonetheless learned a lot about the evolu-
tion of war, including not only the outcomes and consequences of war—the focus 
of this chapter—but war duration and war termination as well.

This knowledge is of great importance because understanding the factors driv-
ing war outcomes is a vital element of understanding international conflict more 
generally (Biddle 2007; Quackenbush 2015). Furthermore, war has tremendous 
consequences for domestic and international politics, so understanding the nature 
of those consequences is also of vital importance. If leaders expect positive out-
comes and consequences, then they should be more likely to go to war, while the 
reverse should also hold true.

In this chapter I examine what we know about the outcomes and consequences 
of war. While these topics are related, they are distinct. Explaining war outcomes 
requires us to understand the factors that affect the likelihood of victory, defeat, 
or achieving a draw. The study of war consequences entails identifying how war 
changes the status quo. After discussing the war outcomes and war consequences 
literature I consider important directions for future research before drawing over-
all conclusions.

EXPLAINING WAR OUTCOMES

Scholars have developed a number of explanations of war outcomes—winning, 
losing, or achieving a draw—over the years. The traditional understanding was that 
power is the most important and perhaps the only determinant of war  outcomes. 
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Other studies identify a variety of other realpolitik or domestic factors that drive 
war outcomes. Further studies have examined the outcomes of insurgency and 
counterinsurgency campaigns.

Power

Traditional explanations of war outcomes focus on relative power of the combat-
ants as the primary explanatory variable, arguing that the more powerful side is 
more likely to win wars. Despite this widespread agreement that power matters, 
there is a great deal of disagreement over which aspects of power matter most, or 
how power is best measured (Rothgeb 1993).

Some argue that wealth is the most important aspect of power. Rosen (1972) 
examines the relationship between wealth and victory and finds that the wealthier 
side won 80 percent of wars. Rosen argues that wealth is more important than 
cost tolerance, which he calls the willingness to suffer. Organski and Kugler 
(1978) also focus on wealth as the central element of power, although they 
modify wealth by accounting for the ability of governments to extract resources 
from society. Importantly, a foundational assumption they make is that if we 
can measure “the power of nations accurately enough,” then we can predict the 
outcome of wars “with reasonable assurance” (Organski and Kugler 1978, 141).

Another common measure of power is the Composite Indicator of National 
Capability (CINC) (Singer, Bremer, and Stuckey 1972). This measure is com-
prised of six separate indicators encompassing military, economic, and demo-
graphic factors. Wayman, Singer, and Goertz (1983, 497) seek to determine 
which of these components is most important for determining the outcomes of 
wars and militarized interstate disputes. They find that “an advantage in indus-
trial capabilities is more strongly associated with victory than is an advantage in 
military or demographic capabilities.”

In contrast to this literature arguing that wealth is the key to power and in turn 
war outcomes, others focus on military capabilities. In particular Henderson and 
Bayer (2013) reexamine this issue, trying to determine whether wealth or military 
capability has a stronger impact. They conclude that while both make victory 
more likely, military capability is more important.

Despite this focus on power as the primary or even the exclusive determi-
nant of war outcomes, the stronger side wins only about 60 percent of the time, 
depending on what measure of strength is used (Biddle 2004). This has led some 
scholars to examine why weaker states emerge victorious in war as often as they 
have. Rosen (1972), Mack (1975), and Maoz (1989) provide early examinations 
of this question, although Sullivan and Arreguin-Toft have provided tremendous 
advances in our ability to explain these paradoxical conflict outcomes.

Sullivan (2007, 2012) argues that understanding the objectives for which war 
is fought provides a key reason that weak states sometimes defeat more powerful 
ones. She distinguishes between brute force objectives, which can be achieved 
through military victory, and coercive objectives, which can only be achieved 
through bargaining. Because brute force objectives do not necessarily require 
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target compliance and coercive objectives do, the latter are more difficult to 
achieve. However, Sullivan contends that strong states are more likely to pursue 
coercive objectives, which can lead to defeat when they are unable to force the 
weaker state to comply with their demands.

Arreguin-Toft (2001, 2005) focuses on strategic interaction to explain why 
stronger states lose wars against weaker opponents. He distinguishes between 
two basic strategies for each side: direct attack versus barbarism for the strong 
actor, and direct defense versus guerrilla warfare for the weak actor. Arreguin-
Toft argues that strong states are advantaged when both sides use the same basic 
approach (i.e., direct-direct or indirect-indirect), while weak states are advan-
taged when the two sides employ opposite approaches (i.e., direct-indirect or 
indirect-direct).

Realpolitik Factors

Stam (1996) greatly advanced the study of war outcomes in political science by 
systematically theorizing about the factors driving war outcomes and conducting 
a broad quantitative analysis of them. In contrast to common conceptions of war 
outcomes in terms of either winning or losing, Stam argues that there are three 
possible outcomes of a war: win, lose, or draw. The Korean War is one of many 
examples of a draw.

Unlike previous studies that typically focused exclusively on power to explain 
war outcomes, Stam accounts for a wide range of material and nonmaterial fac-
tors at both the international and domestic levels. In particular, Stam (1996) high-
lights the importance of military strategy, as represented in a simple classification 
of maneuver, attrition, and punishment strategies. Whereas a maneuver strategy is 
focused on the movement of forces to achieve advantageous positions against the 
enemy, an attrition strategy focuses on defeating the enemy by killing personnel 
and destroying material. In contrast, a punishment strategy focuses on increasing 
the enemy’s costs, with two basic types: strategic bombing and guerrilla warfare. 
Stam’s results indicate that strategy is the most important driver of war outcomes, 
with maneuver strategies being particularly successful.

Stam (1996) also accounts for terrain. Dense terrains such as jungles, moun-
tains, and urban areas are more difficult for armies to operate in, particularly with 
armored vehicles. On the other hand, open terrain such as plains and deserts make 
it much easier for armies to maneuver and bring firepower to bear. There is also 
an important interaction between strategy and terrain because different strategies 
work best on different types of terrain. For example, maneuver strategies are best 
suited to open terrain types, whereas punishment strategies generally depend on 
rough terrain in order to be effective. States using a strategy that is appropriate 
for the terrain in question are more likely to win.

Another realpolitik factor that multiple scholars have focused on is war initia-
tion. Initiators are generally expected to be more likely to win because they can 
dictate the course of events early in the war, and they are expected to initiate only 
when their expected utility for doing so is beneficial (Bueno de Mesquita 1981; 
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Morrow 1985). Further, Gartner and Siverson (1996) argue that most wars remain 
bilateral because initiators are less likely to attack a country if they anticipate that 
others will come to the target’s aid. Thus, states will avoid initiating what they 
expect to be a difficult war.

Wang and Ray (1994) examined the fate of initiators in wars involving great 
powers dating back to 1495. They find that the relationship between initiation 
and winning has grown stronger over time, as initiators won only about half the 
time between 1495 and 1799 but have won about two-thirds of the time since 
1800. One important caveat to their findings is their focus on great powers; war 
between major powers has become less common over time, just as initiators have 
become more likely to win.

The distance between a state’s home territory and the location of the fighting 
in the war also matters (Stam 1996). The loss of strength gradient makes it diffi-
cult to project power over long distances (Boulding 1962). This has an important 
impact on war outcomes because as distance increases, it becomes harder to 
inflict costs on the opponent. However, distance is less of an obstacle for stron-
ger states—particularly major powers—because they are better able to provide 
logistical support to their forces across long distances.

While the focus of this chapter is on political science literature examining war 
outcomes, there are many studies of war outcomes in other fields as well (e.g., 
Overy 1995). Further, theorists of military strategy such as Sun Tzu and Carl 
von Clausewitz are relevant to a broad understanding of the field. Quackenbush 
(2016) tests Clausewitz’s (1984) argument that centers of gravity are the key 
to victory in war. In the process, Quackenbush (2016) finds that capturing the 
enemy’s capital city, destroying the enemy’s army, and knocking enemy allies out 
of the war all significantly increase the likelihood of victory.

Morey (2016) examines the impact of military coalitions on war outcomes, 
distinguishing between different types of multilateral wars. Sometimes states 
fight on the same side in a war, but they do not actively coordinate. He classifies 
these cases, such as Egypt, Jordan, and Syria in the Six-Day War, as fighting a 
war in parallel. In contrast, other cobelligerents have a unified command struc-
ture, a joint command, or develop a joint plan of battle, in which case he classifies 
them as a coalition. Morey (2016) finds that fighting as a coalition significantly 
increases the chances of victory in war.

Domestic Factors

Another popular focus has been the impact of domestic factors on war outcomes. 
Lake (1992) was one of the first to note that democracies are significantly more 
likely to win than non-democracies, finding that democracies win 81 percent of 
their wars while non-democracies win only 43 percent of theirs. He argues that 
this is due to the difference in rent-seeking behavior in democracies and non-
democracies. Because they are constrained from earning rents, democracies will 
“possess greater national wealth, enjoy greater societal support for their policies, 
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and tend to form overwhelming counter-coalitions against expansionist autocra-
cies” (Lake 1992, 32), and thus be more likely to win.

Others focus on different mechanisms through which democracies are more 
likely to win wars. Reiter and Stam (1998) examine the interaction between 
regime type and initiation. They find that while democracies and initiators are 
always more likely to win than non-democracies or targets, democratic initia-
tors are particularly likely to win. However, Bennett and Stam (1998) find that 
democracies need to win quickly or their advantage disappears.

Choi (2003, 2004) argues that the key impact of democracy on war outcomes 
is that democracies cooperate well with others, so they make better coalition 
partners than non-democracies. Therefore, fighting a war alongside more demo-
cratic partners increases the likelihood of victory, while increasing the number 
of one’s non-democratic partners makes winning less likely. This is particularly 
significant since democracies are consistently more likely to ally with other 
democracies than with non-democracies (Siverson and Emmons 1991; Gibler 
and Sarkees 2004).

The most comprehensive examination of the impact of regime type on war 
outcomes was conducted by Reiter and Stam (2002). They do not find much 
support for previous arguments that democracies are more likely to win either 
because they tend to have strong economies and are thus able to overwhelm 
opponents through massive production of weapons and equipment, or because 
they tend to ally together and fight. Instead, Reiter and Stam (2002) find that two 
different factors are the most important ones that make democracies more likely 
to win. First, armies of democracies tend to encourage soldiers at all levels of 
the chain of command to take individual initiative, and second, democracies are 
better at selecting winnable wars to fight. Reed and Clark (2000) point out that 
if Reiter and Stam are correct that democracies are better at selecting winnable 
wars to fight, then the resulting selection effects make evaluating the ability of 
democracies to win wars very difficult. The finding that democracies are better 
at choosing wars they can win is well supported in the literature, even by studies 
not specifically focused on war outcomes (e.g., Reed 2000; Bueno de Mesquita 
et al. 2003).

While much of the literature examining domestic determinants of war outcomes 
focuses on democracy, not all of it does. Murdie (2012) examines the impact of 
civil-military relations on the outcomes of international crises. She finds that 
medium levels of civil-military conflict can actually be useful because there is an 
inverse U-shaped relationship with crisis success. Narang and Talmadge (2018) 
also focus on civil-military relations, but they move beyond simply viewing them 
as either conflictual or harmonious to examine them in more depth. While there 
are a number of different ways to account for civil-military relations, they look at 
whether a regime is plagued by coup concerns and whether a country’s military 
focuses on internal tasks rather than fighting war. They find strong and consistent 
evidence that states either plagued by coup concerns or with militaries focused on 
internal tasks are less likely to win wars.
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A final domestic factor to consider is political repression—whether political 
opposition to the government is allowed within a state, or whether it is silenced 
through censorship, imprisonment, or other means. Stam (1996) argues that 
repression can have an important effect on war outcomes because it allows lead-
ers to hide costs in an effort to maintain legitimacy. Repression works differently 
for democracies, however, because high levels of political repression undermine 
democracy.

Insurgency and Counterinsurgency

In addition to these studies seeking to explain war outcomes in general, there is a 
large body of literature focused on the outcomes of counterinsurgency campaigns. 
This has become more prominent in the twenty-first century as the United States 
has struggled against insurgencies in Iraq and Afghanistan and other insurgencies 
have captured world attention in Nigeria, Syria, and elsewhere.

There are two primary approaches to counterinsurgency: direct and indirect 
(Nagl 2005; Kilcullen 2010). A direct, or attrition, approach focuses on trying to 
eliminate the insurgent forces directly through some combination of killing and 
imprisonment. Direct approaches to counterinsurgency stem from arguments that 
“a war is a war is a war” (Summers 1989, 27). Some scholars argue in favor of 
such direct approaches (e.g., Porch 2013). However, most counterinsurgency the-
orists argue in favor of indirect approaches, which focus on the hearts and minds 
of the population in order to eliminate support for the insurgents. For example, 
Findley and Young (2007, 396) develop a computational model to compare the 
two and find that “a hearts and minds approach is likely to be far more successful 
than an attrition approach.” Economics is also important for indirect approaches. 
Berman, Shapiro, and Felter (2011) examine the political economy of counter-
insurgency outcomes, arguing that increasing provision of services can reduce 
insurgent violence, chiefly because it increases satisfaction with the government. 
Essentially, hearts and minds can be bought, and evidence of US reconstruction 
projects in Iraq supports their theory.

Part of the problem with an attrition strategy for counterinsurgency is that it 
tends toward indiscriminate violence. Downes (2007) examines the effectiveness 
of indiscriminate violence and finds that it is generally ineffective. Relatedly, 
Kocher, Pepinsky, and Kalyvas (2011) find that the use of aerial bombing by 
the United States in South Vietnam was counterproductive for American efforts 
at counterinsurgency because it led to indiscriminate violence against civilians, 
regardless of their support for the insurgents. This leads to greater support for the 
insurgents within the population, growing the ranks of the insurgents by creating 
what Kilcullen (2009) labels accidental guerrillas. In contrast, Lyall (2009) finds 
that indiscriminate Russian artillery fire in Chechnya seemed to either decrease 
insurgent attacks or have no significant impact.

One reason that states might prefer direct approaches to counterinsurgency 
is that they are often expected to work better for conventional warfare. Based 
on this, Quackenbush and Murdie (2015) examine the relationship between 
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conventional war and counterinsurgency. Given the manifest differences between 
the two types of warfare, some have argued that states are hampered in their abil-
ity to fight one type of war because they are prepared for the other type, which 
they have experience with. However, Quackenbush and Murdie (2015) find 
that experience fighting conventional wars does not negatively impact a state’s 
success in counterinsurgency, or vice versa. Perhaps states that start fighting 
an insurgency with a direct approach could fruitfully switch to an indirect one. 
Enterline, Stull, and Magagnoli (2013) examine this question of whether changes 
in strategy in the midst of a counterinsurgency campaign can alter the chances of 
victory. They find that strategy change can make an important difference, but the 
shift in strategy needs to come fairly early in the war to really matter.

While a number of studies have focused on the difference between direct and 
indirect approaches, others have sought to examine a broader range of factors 
affecting counterinsurgency outcomes. Lyall and Wilson (2009) find that highly 
mechanized armies are less effective at fighting insurgencies. They argue that 
mechanized units tend to patrol the area in their vehicles, resulting in substan-
tially less interaction with the local population than light infantry forces patrolling 
on foot. Because of this need to interact with the population, counterinsurgency 
places greater emphasis on manpower. Using the same data, Lyall (2010b) finds 
that regime type has no impact on the outcomes of counterinsurgency wars, in 
contrast to previous arguments that democracies make inferior counterinsurgents.

Friedman (2011) finds that the larger the number of personnel used by the 
state, the more likely counterinsurgency is to succeed. However, he finds 
that there is no optimal threshold of force density, contrary to many previous 
arguments (Galula 1964; Thompson 1966; Department of the Army 2007). 
Furthermore, he also argues that the key to victory is how the forces are used, 
not how many there are. Successful counterinsurgency requires understanding 
the local context rather than simply applying a set blueprint across the board 
(Greenhill and Staniland 2007).

Part of what makes counterinsurgency so difficult is that the local context of 
insurgencies can vary greatly, so studies have sought to determine how context 
matters. For example, Lyall (2010b) finds evidence that soldiers that share the 
same ethnicity with the population are more effective counterinsurgents than 
others. This has important ramifications for outside powers fighting against insur-
gents in another state, and for governments of multiethnic states.

EXPLAINING WAR CONSEQUENCES

A distinct but related area of inquiry is the consequences of war, or the ways 
that a war changes the underlying context in the future relations between states. 
Unfortunately, this is one of the least studied topics in international politics, 
particularly from a scientific perspective. There are a number of difficulties in 
studying war consequences because they could be just temporary, they might not 
be clear right away, they can be indirect, and they are not necessarily negative. 
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Additionally, the consequences of a war can be different for different groups, 
such as participants versus nonparticipants or winners versus losers. These mul-
tiple types of effects of war create serious obstacles to studying and understand-
ing the consequences of war (Thompson 1995).

While larger wars tend to have greater consequences, sometimes small wars 
can have large consequences as well. For example, Bueno de Mesquita (1990, 
28) shows that the Seven Weeks’ War in 1866 had tremendous consequences, 
particularly because it “fundamentally changed the international order by provid-
ing the foundation for German hegemony on the European continent.” This hap-
pened despite the small size and short length of the war. He concludes that “great 
consequences may result from small causes” (50).

To illustrate the multifaceted consequences of war, I look at the Franco-
Prussian War (Howard 1981; Wawro 2003). Although it is not comprehensive, 
Figure 7.1 diagrams some of the primary consequences that followed German 
victory in the war. Domestically the war led to the collapse of the French Second 
Empire and the unification of Germany. The French collapse led to the creation 
of the Third Republic, which led to further consequences for French society. 
German unification led to rising German power and German colonization, which 
were important at the international level. Key direct international consequences 

Figure 7.1. Consequences of the Franco-Prussian War.
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of the war were the transfer of territory to Germany and the growth of the Franco-
German rivalry. The rise of Germany fed into the naval arms race with Britain 
and eventually led to World War I. This case shows how a war can have a wide 
range of consequences, including regime stability, territorial holdings, arms races, 
and interstate rivalries, potentially increasing risks for future wars.

I now turn to examining specific consequences that have been identified in the 
literature. The first section examines domestic consequences, while the second 
focuses on international-level consequences. The third section examines recur-
rent conflict and rivalry.

Domestic Consequences

The Franco-Prussian War is one of many wars that led to significant domestic 
political changes. Similar to Germany, war plays a crucial role in state formation 
and expansion (Tilly 1975; Rasler and Thompson 1989; Spruyt 2002). Indeed, it 
was crucial for the development of the modern nation-state system as we know 
it. “War is an important factor in the origin of states and their subsequent expan-
sions in territorial and functional terms” (Thompson 1995, 168). War can lead 
to permanent raises in state expenditure levels (Peacock and Wiseman 1961), 
although permanent increases are much more likely if the war is global. Rasler 
and Thompson (1989) conduct a broad empirical analysis of the impact of war on 
state expenditures and find that its effect is mostly temporary, although the effect 
of global wars is abrupt and permanent. More recently, Besley and Persson (2009, 
2010) find strong evidence that external wars lead to increases in state capacity.

Similar to the French experience, interstate war can impact the likelihood 
of intrastate conflict within a country. States usually attempt to extract more 
resources from the population during war in order to pay for its high costs. Tilly 
(1978) argues that this can lead to internal conflict if segments of the population 
resist this extraction of resources and the government reacts with force. Although 
the details of their arguments vary, similar ideas abound in the literature (Stein 
1980; Gurr 1988). Rasler (1986), however, shows that regimes that accommodate 
demands of various domestic groups during warfare are able to avoid internal 
conflict.

Even without leading to a civil war, war has important consequences for the 
survival of political leaders in office. In particular, war defeats increase the 
probability of regime change. The existence of such a connection between war 
and regime change provided the foundation for other theories about the effects 
of regime type, such as selectorate theory (Bueno de Mesquita et al. 2003) or 
Goemans’s (2000) argument about war termination.

One of the first quantitative studies of the effect of war on regime change was 
by Bueno de Mesquita, Siverson, and Woller (1992). They sought to determine 
what factors affect the likelihood of violent regime change, such as through revo-
lutions and coups d’état. They find that winning a war—for either the initiator or 
the target—greatly decreases the likelihood of violent regime change compared 
to the initiator losing. A loss by the target state also decreases the likelihood of 
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violent change compared to the initiator losing, but not as much as a victory. Thus 
losing a war greatly increases the likelihood of violent regime change, particu-
larly for initiators.

In a follow-on study, Bueno de Mesquita and Siverson (1995) seek to further 
clarify the effect of war on regime change through a survival analysis of the haz-
ard that political leaders face of being removed from office. They find that each 
increase in the prewar tenure for a nondemocratic leader increases their expected 
duration in office after the war, while for democratic leaders, the effect is indis-
tinguishable from zero. More costly wars (in terms of battle deaths) increase the 
risk of removal from office following war. On the other hand, winning the war 
increases the chances of survival in office, exactly as we should expect. They 
find, however, that this effect is smaller than the effect of prewar tenure for 
autocratic leaders. An autocratic leader who has a long tenure in office thus has a 
higher probability of maintaining power following a war loss than a democratic 
leader who wins a war.

Chiozza and Goemans (2011) conduct a broader analysis of the relationship 
between leaders and international conflict, looking not only at the impact of war 
on regime change but also at the role that leaders play in the outbreak of inter-
national crises and wars. They find that removal from office, whether forcible 
or through regular procedures, is always more likely following losses than wins. 
Democratic leaders, however, are continually at a greater risk for removal from 
office than nondemocratic leaders. In addition, they find that leaders’ decisions 
about whether or not to initiate conflict are influenced by their expectations 
about the likelihood of removal from office. If leaders anticipate regular removal 
from office (such as through elections), then they have little to gain and much 
to lose from international conflict. In contrast, leaders who anticipate forcible 
removal from office (such as by coup or revolution) have little to lose and much 
to gain from international conflict. This increased likelihood of removal from 
office drives democratic leaders to be more selective about which wars to fight, 
as discussed earlier.

War can also have important consequences for the domestic economy. One 
positive effect that war can have on economic conditions within a country is 
through the acceleration of technological innovation. Given their vast scale and 
long length, both World War I (Hartcup 1988) and World War II (Hartcup 2000) 
led to a wide variety of technological innovations. For example, World War II 
led to a great acceleration of the development of nuclear energy (Rhodes 1986). 
In addition, electronic computers were invented during World War II, being used 
most notably for code breaking and in the development of the atomic bomb. The 
war also led to great advances in medical technology, particularly through the 
widespread use of penicillin. The German V-2 rocket developed during the war 
is not only an early version of modern ballistic missiles; it also paved the way for 
missions to the moon and elsewhere in space.

Several scholars have conducted broad, quantitative studies of the impact of 
war on economic growth within countries. Wheeler (1975, 1980) examined the 
consequences of war for industrial growth in sixty cases from 1816 to 1965 and 
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found that the effect of war was significant nearly 75 percent of the time. The 
direction of change, however, varies greatly. In some cases war has a positive 
effect on growth, in others it has a negative effect, and in some cases war has only 
a temporary impact on industrial growth. Rasler and Thompson (1985, 1989) 
focused on the economic growth of major powers from 1700 to 1980. They also 
find that less than three-quarters of wars exert significant effects on economic 
growth, with those split nearly evenly between positive and negative impacts. 
More recently, Koubi (2005) examined the consequences of both interstate and 
intrastate wars in a broad sample of countries from 1960 to 1989. She found that 
war has a consistently positive impact on postwar economic performance, which 
grows even stronger following wars of greater duration and severity.

By definition wars lead to deaths so, rather obviously, wars can lead to an 
increase in mortality rates. The increase in mortality rates is not necessarily 
confined to military personnel, but can also come from civilian casualties as 
the result of bombings and battles, in addition to increases in premature death 
due to deteriorating wartime environments. Valentino, Huth, and Croco (2010) 
find that democracies minimize the number of casualties their country suffers in 
war. Further, democracies shield both their military personnel and their civilian 
populations from human costs. This effect compounds when interacted with con-
scription, with democratic volunteer armies suffering far fewer battle deaths than 
others (Horowitz, Simpson, and Stam 2011).

Fazal (2014) shows that advancements in modern military medicine have led 
to decreasing battle deaths, even though overall casualty rates have not necessar-
ily decreased. This has ramifications for our classification of cases as wars or not, 
which relies on reaching a battle death threshold.

Wars, particularly if they are lengthy, also tend to lead to declines in marriage 
rates and childbirth, although there can also be a baby boom after the war as fami-
lies are reunited. All of these factors, driven by the number of people mobilized 
for the war, can cause great strains on family relationships. Between the increased 
mortality rates and decreased birth rates, war can lead to major shifts in the age 
and sex structure of populations. These war-induced demographic changes are 
stronger the larger the war and the extent to which the home front quality of life 
deteriorates, and are smaller the greater the distance between the country and the 
combat zone (Thompson 1995).

War can also have a large impact on social change within societies (Marwick 
1974). One undoubtedly positive consequence of war has related to women’s 
rights. Since war fighting has been a historically male activity, war has led to 
a variety of changes in gender roles and expectations in society. When large 
numbers of men went off to fight during the world wars, many women started 
working outside the home—in factories and other positions previously held by 
men—for the first time. This impact of women on the war effort during World 
War I contributed to women’s right to vote finally being granted in the United 
States in 1920. World War II saw even more women entering the workforce in the 
United States and elsewhere. This gave them greater power and voice in society, 
and contributed to a greater level of gender equality.
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Finally, war can have important impacts on societal learning patterns. Because 
war participation is costly in terms of lives lost and wealth expended, one would 
expect that greater war costs would create greater reluctance on the part of leaders 
and societies to repeat the experience. This leads to the idea of war-weariness, 
where countries are expected to be less likely to fight again soon after a war 
(Farrar 1977; Levy and Morgan 1986). Since societal memories tend to fade 
with time, war-weariness is expected to only have a temporary effect. Early stud-
ies found little to no empirical support for the war-weariness hypothesis (Stoll 
1984a; Levy and Morgan 1986). However, Garnham (1986) argues that democra-
cies are more likely to grow weary of war than others. Further, Pickering (2002) 
finds that war-weariness exists for states that suffer a series of defeats, but states 
that keep winning wars keep fighting them.

International Consequences

As the Franco-Prussian War illustrates, the international consequences of a war 
can be immense and can lead to changes within dyads and the international system.

Wars often lead to territorial changes. If you compare the map of Europe in 
1914 to the map today, the differences are dramatic. Some of the changes came 
peacefully, such as the breakup of Czechoslovakia into the Czech Republic and 
Slovakia in 1993. Most territorial changes, however, came as the result of war. 
Goertz and Diehl (1992b) find that territorial changes are likely to lead to a 
militarized dispute within five years, particularly if the exchange is perceived as 
illegitimate. If, however, the territorial changes lead to the resolution of territorial 
issues between the states, then future conflict is much less likely (Gibler 2012).

War can also affect the balance of power between states, as the outcome may 
reduce or augment a state’s relative capabilities. The United States emerged from 
World War II as the most powerful country in the world by far. Siverson (1980) 
argues that the extent of a war’s consequences is directly related to the changes 
produced in power relationships between states; the more power is changed by a 
war, the greater its consequences will be.

War has played a major role in colonization and decolonization in history 
(Maoz 1990). A number of extra-state wars occurred as European states fought 
against indigenous peoples to conquer territories, particularly in Africa and Asia, 
which were then held as European possessions for many years. Decolonization 
occurred in two major waves. Following World War I Germany lost all of its 
colonies, Austria-Hungary was broken up into several new states, and Russia 
lost parts of its empire (particularly Poland and the Baltic States). In the decades 
following World War II all of the colonial powers—particularly Britain, France, 
Portugal, and Belgium—lost nearly all of their remaining colonies. This wave of 
decolonization was a direct consequence of World War II, although it often took 
a number of years and a variety of intermediate events before the former colonies 
were finally granted independence.

Wars can also lead to a number of changes in alignment patterns within the 
international system, including shifts in formal alliances. For example, in World 
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War II the United States, Britain, France, and the Soviet Union were allies fight-
ing against Germany, Italy, and Japan. After the war Germany, Italy, and Japan 
all became firm allies of the United States (along with Britain and France), while 
the Soviet Union became the primary enemy. Unfortunately there has been little 
systematic research on these effects.

In addition to the domestic economic impacts, war can have a large impact 
on international economic conditions. In particular there is strong evidence that 
war creates inflationary surges in the international economy (Hamilton 1977; 
Thompson and Zuk 1982). However, there have been very mixed results regard-
ing the consequences of war in other economic areas such as prices and produc-
tion (Thompson 1995). Long cycle theory (e.g., Modelski 1987; Goldstein 1988) 
argues that there is a cyclical relationship between major power wars and global 
economic conditions.

Central to the economic consequences of war are the costs related to it. Keynes 
(1920) argued that the gap in economic fortunes between the winners and losers 
would increase in the near future following the war but the economic devastation 
of the losers would then bring chaos to the entire international economic system, 
causing the winners of the war to fall down to the losers, making the economic 
gap between the winners and losers disappear. A second perspective is that all 
states would experience permanent economic loss following a major war (Angell 
1911; Nef 1950).

Organski and Kugler (1977, 1980) introduce a third perspective, the phoenix 
factor. The basic idea of the phoenix factor is that economic consequences of war 
are temporary. The losers of a major war are expected to lose more economically 
than the winners. They do not, however, remain down permanently. Rather, like 
the phoenix of Greek mythology, the losers are expected to rise from the ashes 
of their defeat and recover relatively quickly. Organski and Kugler (1977, 1980) 
find strong support for their expectations, but they only look at the consequences 
of the two world wars. Kugler and Arbetman (1989), however, add the Franco-
Prussian War to the analysis and rule out an additional alternative explanation. 
In addition, Koubi (2005) analyzes the economic performance of a large sample 
of countries following both interstate and intrastate wars from 1960 to 1989 
and finds further empirical evidence supporting the phoenix factor. Kugler et 
al. (2013) build on these studies by looking at both demographic and economic 
consequences of conflict.

Recurrent Conflict and Rivalry

The Franco-Prussian War also illustrates how conflict can lead to further conflicts 
between the same states. Recurrent conflicts are quite common among pairs of 
states that have fought previously, and many studies have sought to explain them. 
I group the literature into four theoretical approaches: bargaining, enduring rival-
ries, conflict management, and deterrence.

The first major theoretical perspective focuses on bargaining, and is connected 
with the bargaining model of war more broadly (Fearon 1995; Powell 2002). 
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Bargaining explanations of recurrent conflict have made predictions about the 
effect of outcomes, settlements, changes in relative power, and third-party involve-
ment on durations of peace following conflict.

The importance of outcomes for explaining recurrent conflict stems from the 
bargaining model’s assumption that power is central to explaining international 
conflict. For example, Blainey (1988, 293) argues that “wars usually begin when 
two nations disagree on their relative strength, and wars usually cease when the 
fighting nations agree on their relative strength.” Decisive war outcomes are 
expected to be stabilizing because they clarify the relative power of states.

Bargaining theorists argue that the mode of settlement used to end a dispute is 
not particularly important in determining the duration of peace following a con-
flict (Werner 1999; Werner and Yuen 2005). Rather, they argue that incentives to 
renegotiate the settlement drive recurrent conflict. This argument stems from the 
bargaining model’s implication that the terms of settlement agreed to reflect the 
belligerents’ mutual expectations about the consequences of continued fighting 
(Werner 1998). As long as those expectations remain the same, peace should last. 
However, if those expectations change—i.e., if either belligerent anticipates that 
it would fare better in a new conflict than the last—then they have an incentive to 
demand renegotiation. This may lead to a new conflict. Werner (1999) argues that 
the primary indicator of these incentives are shifts in power: as power shifts in 
one state’s favor, that state has an increased incentive to challenge the settlement 
and a recurrence of conflict becomes more likely.

The final key prediction of the bargaining perspective focuses on third-party 
involvement. The bargaining model identifies commitment problems as a pri-
mary reason that bargaining breaks down, and thus as an important cause of war 
(Fearon 1995; Powell 2002). Walter (1997, 2002) argues that third-party involve-
ment—either in the form of security guarantees or intervention with troops on 
the ground to enforce peace agreements—provides a way through which com-
mitment problems can be overcome. Thus third-party involvement is expected to 
be an important way to increase the stability of peace following a conflict. Walter 
(1997, 2002) examines the effect of third-party involvement in the settlement of 
civil wars, although the bargaining perspective expects them to be pacifying fol-
lowing interstate conflicts as well (Fortna 2004b).

The second major theoretical perspective focuses on enduring rivalries. The 
enduring rivalries literature (e.g., Diehl and Goertz 2000; Colaresi, Rasler, and 
Thompson 2007; Valeriano 2013) focuses on pairs of states that view each other 
as enemies and fight with some regularity. The study of rivalries covers much 
more than just recurrent conflict, as discussed in chapters 5 and 11 of this volume.

Rivalry theorists agree with bargaining theorists that outcomes play a central 
role in explaining recurrent conflict. For example, Hensel (1994) looks at patterns 
of recurrent interstate disputes by examining the effects that outcomes have on 
future conflict. Analyzing contiguous Latin American dyads, Hensel finds that 93 
percent of disputes characterized by a decisive outcome are followed by a later 
dispute, compared to only 85 percent of stalemates and 73 percent of compro-
mise outcomes. However, he also finds that the post-dispute stability of decisive 
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outcomes is (on average) over two years longer than compromise outcomes, and 
over six years longer than stalemate outcomes.

The third primary theoretical perspective has focused on conflict management. 
This literature has examined the effects of factors such as third-party intervention, 
UN peacekeeping missions, and regime type on the likelihood of reaching nego-
tiated resolutions to conflict and stable peace following international conflicts.

The primary forms of conflict management that this literature focuses on 
are third-party involvement and peacekeeping, which are expected to lead to 
more stable peace following conflicts. Gartner and Bercovitch (2006) find two 
contrasting influences at work in the relationship between mediation and post-
dispute peace. First, they contend that the effects of mediators are positively 
related with stability; clearly, this is the purpose of mediators’ involvement in 
the first place. However, there is a selection effect that is negatively related to 
stability. Conflicts that attract the involvement of mediators tend to be con-
flicts that are inherently difficult to settle peacefully. If the sides in a dispute 
could peacefully resolve a dispute by themselves, there would be no need for a 
mediator. Beardsley et al. (2006) advance a similar argument, but also consider 
whether the principal actors engage in another crisis within the five-year period 
following a dispute.

Frazier and Dixon (2006) explore the utility of varying conflict management 
techniques and the contexts in which they are most likely to succeed. Their study 
focuses on the efficacy of different mediators—intergovernmental organizations 
(IGOs), states, and coalitions—and the conflict management techniques available 
to them, including verbal offers, mediation attempts, adjudication, and military 
intervention. Overall, they find that IGOs are the most effective managers while 
military interventions are the most effective conflict management type. Frazier 
and Dixon are interested in which combination of mediator and technique is most 
likely to bring about a negotiated settlement.

The conflict management literature assumes that negotiated settlements are 
inherently desirable compared to other settlement types, and thus that negotiated 
settlements lead to greater durations of peace after a dispute (e.g., Butterworth 
1978; Dixon and Senese 2002; Frazier and Dixon 2006). Accordingly, imposed 
settlements—where the terms are dictated by one side to the other—are expected 
to produce less stable relations following conflict. For the same reasons, victor-
imposed regime changes are expected to be less stable.

The final theoretical perspective focuses on deterrence to explain recurrent 
conflict. Senese and Quackenbush (2003) argue that settlement type is an impor-
tant driver of recurrent conflict, and imposed settlements are the most stable 
type of settlement. This is because states can rely on unilateral deterrence to 
prevent recurrent conflict following imposed settlements, while they must resort 
to mutual deterrence following other types of settlements. That is a significant 
difference, as Zagare and Kilgour (2000) demonstrate that unilateral deterrence is 
more stable than mutual deterrence. Senese and Quackenbush (2003) find strong 
support for their expectations in an analysis of recurrent militarized interstate 
disputes between states from 1816 to 1992.
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In subsequent research Quackenbush and Venteicher (2008) again find that 
imposed settlements are the most stable. Furthermore, they “find that the type 
of outcome reached has no direct bearing on post-dispute stability; its primary 
importance is that decisive outcomes make imposed settlements possible” (740). 
Settlement type thus matters more than outcome for recurrent conflict, in con-
trast to other studies claiming that outcomes are more important. Furthermore, 
Quackenbush (2010) finds that imposed settlements have a stronger impact on 
recurrent conflict than territorial issues, although territory is an important driver 
of recurrent conflict. Peterson and Quackenbush (2010) find an important interac-
tion between settlement type and international trade in driving recurrent conflict, 
with imposed settlements paving the way for trade to have a pacifying effect.

Relatedly, Fortna (2003, 2004a) develops a theory of agreements, arguing 
that cease-fire agreements can help maintain peace by altering the incentives for 
war and peace, reducing uncertainty, and helping prevent or manage accidents 
that could lead to war. Furthermore, the stronger these agreements are, the more 
durable the peace following them is. Like the mode of settlement, her analysis 
highlights agreement strength as another important political factor characterizing 
the termination of the previous conflict.

A final argument explained by the deterrence approach to recurrent conflict 
is that conflicts terminated with a victor-imposed regime change are followed 
by longer durations of peace than other conflicts (Lo, Hashimoto, and Reiter 
2008). By establishing a new regime in the defeated state, the victor is able to 
create more friendly relations between the states, thereby making enforcement 
of the settlement easier. This argument also augments the primary argument 
of the deterrence perspective that imposed settlements are more pacifying than 
other types. Although such regime changes can help with international stability, 
Bueno de Mesquita et al. (2003) argue that states have incentives to impose non-
democratic regimes so that they can act in accordance with the imposer’s wishes 
without having to worry about domestic political competition.

DIRECTIONS FOR FUTURE RESEARCH

While we know a great deal about the outcomes and consequences of war, there 
is also a great deal that we still need to learn. In this section I consider directions 
for future research in these areas.

War Outcomes

Many promising and important paths exist for future research on war outcomes. 
One clear need is connecting battle outcomes with war outcomes. Wars are made 
up of a series of battles and campaigns. As we have seen, scholars have identi-
fied a number of factors that drive war outcomes. Many studies have focused on 
explaining military effectiveness and the outcomes of battles (e.g., Biddle 2004; 
Grauer and Quackenbush 2020). However, we do not have a clear understanding 



136 Stephen L. Quackenbush

of the connection between the two. Certainly there is a basic expectation that win-
ning battles helps a state win the war. But we just as certainly know that winning 
battles does not automatically translate into winning the war.

Another promising avenue for future research is studying the impact of 
geography on war outcomes. At this point we know some basics regarding the 
relationship between geography and war outcomes. For example, Stam (1996) 
shows that the roughness or openness of terrain matters greatly, particularly 
because of its interaction with military strategy. Quackenbush (2016) shows that 
capturing the enemy capital makes victory more likely, and geography plays an 
important role in determining the vulnerability of capital cities to capture. But 
there is clearly much more to learn about the role of geography. Studies of civil 
wars have employed spatial analysis to examine the movement of rebel groups, 
placement of peacekeeping forces, and sundry related issues (e.g., Townsen and 
Reeder 2014; Reeder 2018). Spatial analysis has also been used to study the geo-
graphic spread of interstate conflict (Braithwaite 2006). The study of interstate 
war outcomes would do well to catch up, particularly because geography might 
be a key for linking battle and war outcomes.

Most studies of war outcomes have focused on one or two key variables of 
interest, while controlling for a few common variables. Unfortunately the result 
is that we never quite see how all of these different variables compare to one 
another head to head. This could be dealt with at least in part by creating a general 
model of war outcomes. Bennett and Stam (2004) employ an approach they call 
comparative hypothesis testing, in which they pit a variety of theories about the 
causes of war together to determine which ones enjoy the most robust empirical 
support. The closest thing that exists to this on the topic of war outcomes is Stam 
(1996), but the field has advanced in a variety of ways in the decades since his 
study.

A final key area to explore in future research is looking for possible temporal 
patterns related to war outcomes. Studies generally analyze the full range of data 
available, which could be 1816–2007 for the Correlates of War data (Sarkees and 
Wayman 2010), dating back to 1495 when using Levy’s (1983) great power war 
data, or some shorter time period if other data are used. While some studies have 
explored the possibility of differences in findings between different periods of 
time, most have not.

War Consequences

Given the paucity of systematic research on the subject, there are plentiful direc-
tions for future research on the consequences of war. One promising area is to 
examine the connection between war consequences and the outbreak of war. 
From a basic rational choice understanding of conflict, leaders go to war because 
they expect to get something from it. So an expectation of positive consequences 
(at least compared with the alternative) will make war more likely. The develop-
ment of a general model through which consequences of war could be forecasted 
would be tremendously useful in this regard.
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Another concern that future research should address is whether our under-
standing of war consequences is overly dependent on certain cases. For example, 
many stylized facts are about the consequences of World War I and/or World War 
II. But while those wars had tremendous consequences for the world, they are 
not necessarily representative of other wars. Similarly, we need to ensure that our 
understanding of war consequences is not driven by the experience of the United 
States or other great powers. For example, Thies (2005) suggests that Tilly’s 
(1975) ideas about war driving state building, based on the European experience, 
do not directly translate to Latin America.

Future research should also examine the consequences of war for women. 
Some recent research shows that women are commonly targeted for rape and 
sexual assault during peacekeeping operations (Karim and Beardsley 2016) and 
civil wars (Cohen 2013). However, these and related subjects that dispropor-
tionately affect women have not been studied systematically in the context of 
interstate war.

Pushing our understanding of recurrent conflict further would be another use-
ful avenue for future research. Given that the different theoretical perspectives 
lead to different expectations—such as whether imposed settlements or negoti-
ated ones are more stable—it would be useful to determine which approach is 
best supported by logic and evidence.

Further study of learning and war-weariness would also be useful. Do leaders 
and publics learn over time that there are more profitable ways to pursue national 
interests than war? Or do they learn that war can be profitable? There have been 
a variety of observations that war is becoming less frequent (e.g., Goldstein 2011; 
Gleditsch et al. 2013). Perhaps that is the ultimate consequence of war.

CONCLUSION

In this chapter I examine what we know about the outcomes and consequences of 
war. War outcomes depend on power, military strategy, regime type, and a myriad 
of other factors. War consequences shape domestic and international politics in 
a variety of ways, including leading to regime change, recurrent conflict, and a 
variety of economic consequences. Future research should build on the founda-
tion provided by these studies.

A number of related subjects deserve our attention, and are important parts 
of a comprehensive understanding of international conflict. In particular studies 
of war duration (e.g., Bennett and Stam 1996, 2006) examine why some wars 
end quite quickly while others continue on for years. Relatedly, studies of war 
 termination (e.g., Goemans 2000; Reiter 2009) seek to explain what brings states 
to stop fighting when they do. Making connections across this literature will 
 further advance our understanding of the consequences of war.
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Chapter Eight

The Liberal Peace
Michael Mousseau

The fall of the Berlin Wall in 1989 serves as a milepost in the emergence of the 
concept of the “Liberal Peace”: the idea that democracy, trade, and international 
governmental organizations can affect relations among nations. During the Cold 
War realist thinking dominated the study of international politics (Vasquez 1979), 
a view that informs us that domestic factors like democracy can hardly matter in 
foreign affairs. International trade, if it was thought to have any effect on nations’ 
foreign policies, was largely viewed as a core cause not of peace but of wars of 
imperial conquest and exploitation (Wallerstein 1974; Choucri and North 1975; 
cf. Polachek 1980). Most studies reported little or no relationship of international 
organization membership with peace (e.g., Domke 1988). Yet within a decade of 
the end of the Cold War, the Liberal Peace had established itself as the foremost 
research program in the study of international conflict.

This chapter documents the rise of the Liberal Peace, with special emphasis on 
the causal mechanisms of the various explanations for it. It will be seen that more 
than a generation after the fall of the Berlin Wall a paucity of evidence remains 
for most theories of how democracy, trade, and international governmental 
organizations can affect relations among nations. This does not mean all these 
theories are wrong, however: the state of evidence could reflect a deficiency of 
effort in testing for causal microfoundations. Most of the empirical work can be 
characterized by what Mearsheimer and Walt (2013) call “simplistic hypothesis 
testing,” meaning tests derived not from precise, theoretically deduced expecta-
tions but from general correlational speculations or deductions that ultimately can 
be interpreted in myriad ways. Some of the theoretical work seems disconnected 
from historical reality as we know it. This chapter is a call to arms, so to speak, 
for field researchers to give more attention to causality and history if we wish 
to make progress in understanding the causes of war and peace among nations.
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I start by addressing the emergence of each pillar of the Liberal Peace—
democracy, trade, and international governmental organization (IGO) member-
ship—while assessing the state of the evidence at the dyadic level. Many studies 
have investigated the liberal variables at the national (monadic) and global (sys-
temic) levels of analysis, in addition to the dyadic (pairings) level. For instance, 
democratic nations may be more peaceful than others at the monadic level (Ray 
2000), and the proportion of democracies in the world could affect the behavior 
of non-democracies at the systemic level (Mitchell 2002). However, the Liberal 
Peace emerged foremost at the dyadic level, meaning relations between states 
that evince Liberal characteristics. As such, most theoretical and empirical work 
has been at this level, and space limitations make ancillary investigations at other 
levels largely beyond the scope of this chapter.

After reviewing the story of each pillar of the Liberal Peace, I offer direc-
tions for future research that, by examining the purported causal linkages more 
directly, have the promise of furthering progress in our understanding of it. I then 
identify two likely true real-world facts that have been largely overlooked and 
that probably matter for understanding the Liberal Peace: American hegemony 
has greatly reduced the level of anarchy over large swaths of the globe; and eco-
nomic development, which may well cause democracy, trade, and IGO member-
ship, may also cause the peace. I conclude with my appeal for more attention to 
causality and history.

THE DEMOCRATIC PEACE

Coined by Dean Babst (1964), the term “democratic peace” is the observed 
historical pattern that nations with democratic governments fight each other less 
often than other types of nations, even as they seem to fight other nations about 
as much as everybody else. This pattern appears across an array of definitions of 
what we might mean by “fighting”: from the relatively minor act of threatening 
to use military force to sustained war. The often overlooked fact of the democratic 
peace is that it is only an observed historical correlation. Observations do not 
explain themselves, and we do not know what causes them. This section briefly 
chronicles the discovery of the democratic peace and the difficulties that have 
beset those who have sought to explain it.

With democracy broadly defined as states with elected legislatures that limit the 
power of executives, it was only toward the end of the Cold War that the histori-
cal absence of wars between democratic states began to be widely noticed (Doyle 
1986; Levy 1988; Russett 1990). While today we can say that the dearth of milita-
rized conflict between democracies probably began after World War II, if not World 
War I (Jenke and Gelpi 2017, 2275), it is possible that widespread attention had to 
wait for two developments in the study of war. The first is the fall of the Berlin 
Wall, which drew interest in the possibility that democracy may act as a united and 
powerful force in global politics, thus undermining the veracity of the realist tenet 
that domestic factors cannot affect patterns of war and peace among nations.
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The second development was a range of advances in the study of war that 
coalesced by the late 1980s. These include a revolution in conceptual maturity 
and data generation that can be credited to J. David Singer and the Correlates of 
War (COW) project (Small and Singer 1982); wider realization of the need to 
analyze interstate pairings, or dyads, of nations (Most and Starr 1989), without 
which we could not draw confident conclusions on relations between democratic 
nations; and greater appreciation of the need for large representative samples 
along with controls for candidate confounding variables (Bremer 1992).

By the early 1990s it became increasingly clear that democratic nations were 
statistically less likely than others to have militarized confrontations with one 
another (Maoz and Russett 1992; Bremer 1993). Prior reports of democratic 
peace had appeared, but they either did not analyze dyads (e.g., Chan 1984; 
Weede 1984), relied on limited samples (Rummel 1979), or did not control for 
geographic contiguity (Small and Singer 1976; Doyle 1986; Maoz and Abdolali 
1989). Critics of the statistical outcomes surfaced (Spiro 1994), but were con-
vincingly challenged (Russett et al. 1995). By the middle of the decade the 
democratic peace could reasonably be described as “the most replicated research 
program in the modern study of international politics” (Maoz 1997, 162).

Today the main challenge regarding the democratic peace is in explaining it. 
There are two kinds of accounts: those that identify the cause as coming from 
democracy, and those that suggest some other factor may cause both democracy 
and peace.1 Regarding how democracy may cause the democratic peace, an influ-
ential study by Doyle (1986) noted early on Immanuel Kant’s eighteenth-century 
thesis that if people choose their leaders—that is, the very people who will be 
doing the fighting, dying, and suffering in foreign wars—they will tend to con-
strain their leaders from fighting wars that do not serve their interests (Kant 1939 
[1795], 14). This view was reinvigorated more than a century later by US presi-
dent Woodrow Wilson at the time of World War I. Maoz and Russett (1993) (see 
also Russett 1993) called this view the “structural” explanation, as distinguished 
from what they called the “normative” account, which emphasizes democratic 
norms and values of tolerance and compromise (Dixon 1994).

The most vexing challenge for anyone seeking to explain how democracy 
can cause the democratic peace has been in accounting for how democracies 
can avoid fighting each other, even as most studies find democracies fight other 
nations at normal rates.2 To solve this quandary, both structural and normative 
explanations assume that leaders of democracies make foreign policy decisions 
with consideration of their perceptions of other nations’ regime types: that demo-
cratic leaders consciously choose to behave differently with other democracies 
than they do with non-democracies. In structural selectorate theory the percep-
tion that a regime is democratic provides information that its leaders have public 
support in their foreign policy positions. Thus democracies consider each other 
more formidable adversaries than they otherwise would be, which has the effect 
that they avoid fighting each other (Bueno de Mesquita et al. 2004). In struc-
tural audience cost theory democratic leaders are assumed to believe that voters 
do not like their leaders backing down after having made a militarized threat. 
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Democratic leaders can thus use this fact to send and receive costly signals 
regarding their intentions to fight if pressed, which has the effect that they avoid 
fighting each other (Fearon 1994a). In the normative explanation democratic 
leaders are thought to apply the democratic norms of negotiation and compromise 
with nations they perceive as democratic, but less so with nations they perceive 
as nondemocratic (Dixon 1994).

Despite the crucial nature of regime perceptions in the causal chain for all 
mainstream explanations for how democracy can cause the democratic peace, 
we have little evidence that leaders actually consider the regime types of nations 
in their foreign policy decision making. A number of quasi-experimental studies 
have sought to gauge the effect of another state’s democratic status on public 
preferences to use military force in the dyad, to my knowledge all reporting 
supportive results (Mintz and Geva 1993; Rousseau 2005; Johns and Davies 
2012; Tomz and Weeks 2013). However, subjects in these experiments may 
understand “democracy” as meaning something else, including that a country is 
a friend. Tomz and Weeks (2013) sought to address this problem by manipulating 
factors that might be associated with democracy, such as alliance. But as with 
correlational studies, there is no way to know in this design if every candidate 
confounding factor is manipulated. Further, all of these experiments drew on 
subjects from three countries: the United States, Britain, and Israel. As a result 
causation is hardly isolated, since other factors these cultures may share—such 
as value change associated with economic development—can easily account for 
why respondents may value democracy or associate it with friendship. In fact, 
cross-cultural experimental work has shown that subjects in societies with higher 
levels of market integration act differently than subjects from other societies 
(Henrich et al. 2005).

Like most central questions of conflict processes, the field remains divided 
as to the cause of democratic peace. This could be the result, I have suggested 
(Mousseau 2019a, 1), of no theory of how democracy could cause the peace 
having predicted enough new facts to generate widespread support. A number 
of studies have corroborated various outcomes we would expect to see if the 
normative explanation is correct: democracies appear more likely than other 
countries to negotiate their differences (Dixon 1994), use or promote third-party 
mediators (Raymond 1994; Mitchell 2002), compromise (Mousseau 1998), and 
cooperate with one another (Mousseau 1997). However, none of these predictions 
is unambiguously novel enough to discount with confidence other factors from 
explaining them after the fact.

The structural explanation appears to have attracted the greater attention from 
field researchers, even as some meta-analyses report it as having a weaker predic-
tive record than the normative explanation (Ungerer 2012). The most important 
prediction from structural accounts has been that democracies are more likely 
than other states to win their wars, largely because they make better decisions 
and have greater resolve than other countries (Lake 1992; Stam 1996; Reiter 
and Stam 2002; Bueno de Mesquita et al. 2004). However, it now appears that 
democracies may not be more likely to win their wars, as the pattern is not robust 
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to minor alterations in measurement and design (Desch 2003; Downes 2009). 
Neither is war-winning necessarily structural: Reiter and Stam (2002) identify 
cultural reasons why democracies might win their wars. As is known today, 
democratic war-winning, if it does occur, is limited to the subset of Western 
democracies (Henderson and Bayer 2013), suggesting a cultural, not structural, 
effect of democracy, or something related with democracy.

While the structural explanations have had other successful corroborations 
(Schultz 2001a; Bueno de Mesquita et al. 2004), they have also accrued some 
anomalies. If democracies do better at selecting into easier wars, then they should 
tend to fight shorter ones (Reiter and Stam 2003), but they do not (Henderson 
and Bayer 2013). Neither are leaders of democracies more likely than autocracies 
to be punished from defeats in war (Chiozza, Giacomo, and Hein E. Goemans, 
2004b). In fact, the democratic tendency to compromise in domestic politics can 
mean that democratic leaders make poorer rather than better decisions compared 
with their autocratic counterparts (Blagden 2019). Tomz and Weeks (2013) found 
that democratic publics are more concerned with value issues than issues of cost 
in decisions to escalate foreign conflicts, contrary to most structuralist theorizing. 
A number of studies have emerged casting doubt on whether the core fact of one 
of the leading structural hypotheses, audience costs (Fearon 1994), even exists 
(Snyder and Borghard 2011; Downes and Sechser 2012; Trachtenberg 2012).

As mentioned, a correlation of democracy with peace does not imply democ-
racy causes it: some other factor could explain both democracy and the peace. 
Early on Farber and Gowa (1995) suggested common interests, rooted in alliance 
making, may account for the democratic peace. However, most studies have 
consistently shown that democracy remains a significant force for peace after 
controlling for alliance (Bremer 1992; Maoz and Russett 1992). To my knowl-
edge, as of this writing there are two confounding factors with standing evidence 
in the literature: market-oriented development (Mousseau 2000, 2019a, 2019b) 
and territorial settlements (Gibler 2012; cf. Park and James 2015), each of which 
could cause both democracy and peace. Only the former theory, however, can be 
described as “liberal” and fits into the Liberal Peace, and therefore is discussed in 
this chapter. Before then the following sections examine developments in the next 
two pillars of the Liberal Peace: trade and international organization.

THE TRADING PEACE

Like the democratic peace, the idea that trade can cause peace did not become a 
mainstream issue in the literature until after the end of the Cold War, and prob-
ably for the same reason: the dominance of realist thinking, which discounts 
a role for trade in causing peace. Unlike the democratic peace, however, the 
trading peace was also delayed by the preceding two centuries of history, which 
contained numerous wars waged explicitly for the purpose of extracting resources 
and labor from weaker countries. Prevailing thinking during the Cold War is 
perhaps best epitomized by Wallerstein (1974) and Choucri and North (1975), 
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popular tomes that argue that a core cause of international conflict is the search 
for raw materials and markets.

There are three kinds of trading peace arguments. They are often flung together 
in ambiguous ways, but they are distinct causal claims and should be treated as 
such. I therefore discuss each in turn.

Gentle Commerce

The idea that trade reduces conflict became commonly accepted among eigh-
teenth-century Classical Liberals such as Baron de Montesquieu, David Hume, 
and Adam Smith. Hirschman identified the origins of this thinking in the venera-
tion of the pursuit of self-interest that largely defines the Liberal thinking of the 
period. He quotes Samuel Ricard in 1704:

Through commerce, man learns to deliberate, to be honest, to acquire manners, to be 
prudent and reserved in both talk and reason … so as not to arouse any adverse judge-
ment … for fear of damaging his credit rating. (Hirschman 1992, 109)

Game theoretic applications have corroborated the Classical Liberal insight linking 
honesty and self-interest using the famed prisoner’s dilemma: we know that among 
self-interested actors thinking rationally, in repeated interactions and with expecta-
tions of future ones, trust and cooperation emerge (Axelrod 1984). However, the 
gentle commerce thesis has a core challenge: it works only in communities small 
enough that individuals know each other, at least by reputation. The prisoner’s 
dilemma does not predict trust and cooperation to emerge among strangers, meaning 
among those with no prior interactions or when there are no expectations of future 
ones. Merchant networks can be developed to extend individual reputations for 
honesty (Milgrom, North, and Weingast 1990, 8), but the depth of these networks is 
necessarily limited within communities and cannot be applied to the long-distance 
trade of international commerce (see also Clague et al. 1999, 187).

Opportunity Costs

Trade interdependence theory largely originates with Polachek (1980), who 
argued that mutual dependency on trade can raise the cost of conflict for both 
nations in a dyad, the higher costs being the presumed loss of trade with the 
adversary. Oneal and Russett (1997) set the measure widely used nowadays, 
with country i’s dependency on trade with country j the percentage of country 
i’s economy dependent on trade with j; interdependence is gauged as the level of 
dependency of the less dependent state in the dyad. Today the opportunity cost 
thesis has been recorroborated about as often as the democratic peace correla-
tion, and appears for foreign direct investment as well as trade (Lee and Mitchell 
2012). While challenges have emerged (Barbieri 1996; Green, Kim, and Yoon 
2001), the thesis is supported in most studies (King and Zeng 2001; Gleditsch 
2002; Xiang, Xu, and Keteku 2007).
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However, the opportunity cost thesis faces several vexing challenges. One is 
the crucial assumption that nations in conflict bear the costs of the loss of trade 
with their adversaries. It seems at least sometimes they do not: the northern 
states of the United States, for instance, traded with Canada during the War of 
1812 (Barbieri and Levy 1999). While evidence generally supports that trade 
drops during militarized conflict (Anderton and Carter 2001; Li and Sacko 2002; 
Keshk, Pollins, and Reuveny 2004; Kim and Rousseau 2005; Long 2008), it is 
hard to have confidence in the extent to which this happens because data on trade 
tend to be unreliable during wartime (Levy and Barbieri 2004, 7). In any case 
Barbieri and Levy (1999) have shown that trade normally returns to prewar levels 
soon after wars end, suggesting that losses in trade from fighting may not be large 
enough to inhibit the pursuit of the initial goals over which nations fight.

The second quandary for the opportunity cost thesis is varying elasticity and 
substitutability of trade goods (Li and Reuveny 2011). An impending loss of 
access to bananas is less likely to constrain a nation otherwise willing to fight 
over an issue than an impending loss of access to capital goods, food, or oil. 
Similarly, a nation that can substitute some lost resources for others, or substitute 
resources from one foreign nation with those of another, will be less constrained 
than those less able to do so. For the opportunity cost thesis to work, we have to 
assume that elasticity and substitutability vary randomly with trade interdepen-
dence in dyads. This is an untenable assumption given that wealthy and industri-
alized nations are probably less dependent on inelastic goods than others, and are 
better positioned to substitute resources from one nation with those from another. 
It follows that if opportunity cost theory is correct, then the wealthy industrialized 
nations might be the least constrained and thus the most coercive of all types of 
nations. However, this inference goes against the spirit of Classical Liberal think-
ing, which treats the wealthy industrialized nations as archetypical Liberal states 
(Rosecrance 1985; Weede 1996).

The third challenge for the opportunity cost thesis is perhaps the most pressing: 
the direction of causality between trade and conflict. In Liberal interdependence 
theory, the expected loss of trade inhibits the resort to militarized coercion, as 
nations care about losses in trade more than they care about other issues of 
international politics—at least sometimes with some regularity. However, the 
observed correlation of trade interdependence with peace does not necessarily 
mean nations are sacrificing political goals for economic ones: it could reflect a 
reversed causal path of nations sacrificing economic goals for political ones. A 
number of studies report evidence for this reversed path of causation (Reuveny 
2001; Long 2008).

Still, the reversed direction of politics affecting trade is not inconsistent with 
the Liberal opportunity cost thesis because in this theory there must be some 
expectation that nations do not fight and trade at the same time. At issue, then, 
according to Keshk, Pollins, and Reuveny (2004), is whether trade predicts peace 
above and beyond any impact of peace on trade. Keshk et al. report no evidence 
for such an impact, and Kim and Rousseau (2005) report identical results. 
However, Hegre, Oneal, and Russett (2010) report that—with consideration of 
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certain controls—an impact of trade on peace is significant after consideration of 
the reverse impact of peace on trade.

Some have suggested that the opportunity cost thesis is ultimately not about 
opportunity costs but about the opening these costs bring for nations to show 
their resolve in conflict. Interdependence can facilitate costly signaling in that a 
dependent state that escalates a dispute is able to demonstrate that it is willing 
to sacrifice the gains from trade over the issue at hand, yielding information that 
its adversary can use to reassess its options and choose to back down (Morrow 
1999; Gartzke, Li, and Boehmer 2001). However, even if signaling could work 
in conjunction with the opportunity cost thesis, it does not appear to supplant it: 
Polachek and Xiang (2010) have shown formally that opportunity costs can affect 
peace in the absence of signaling.

Economic Modernization

As mentioned, varying elasticity and substitutability in trade goods in dyads sug-
gests that the wealthy industrialized nations should be the least constrained by 
the loss of trade in conflict, and thus the most coercive of all types of nations. Yet 
the third strand of trading peace literature asserts the opposite: that the costs of 
war increase with economic modernization. There are three main modernization 
arguments.

First, Rosecrance noted that “land prices have been steeply discounted” in the 
“wealthiest industrial countries” (1996, 49). As a result, “developed countries 
would rather plumb the world market than acquire territory” (46). However, 
Rosecrance was not particularly clear about how a devaluation of land can cause 
a preference for trade over plunder: land is not the only commodity that can be 
plundered.

The second way modernization can make trading cheaper than fighting is 
that it brings with it developed infrastructure, such as roads, railways, and ports, 
which has the effect of reducing the costs of trade (Rosecrance 1985). However, 
developed infrastructure also reduces the costs of war. I have argued that devel-
oped infrastructure is essential to “pay for, design, build, and maintain the ships 
and planes considered necessary to move troops overseas and maintain their 
support over large distances” (Mousseau 2005, 69). I am not aware of any reason 
to think that development’s war-reducing effect is greater than its war-inducing 
effect. In fact, Britain’s early industrialization was key to its military occupation 
of much of the world, which was only made possible—at least profitable—by its 
industrial mass production of the Gatling gun.

The third argument for how modernization increases the cost of war is from 
Norman Angell (1910, 49–50), who argued that war cannot be profitable because 
“the act of military confiscation upsets all contracts,” and property titles become 
“waste-paper.” Scholars often overlook Angell’s definition of modernization, 
which is not about trade or industry but property and contract rights: if the 
conqueror respects the property rights of the conquered, there can be no profit 
from the war; if the conqueror confiscates the property of the conquered, it will 
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suffer economic blowback because “the common prosperity of all of us come[s] 
to depend upon the reliance which can be placed on the due performance of all 
contracts” (61). Scholars often depict Angell as predicting the end of war, but 
Angell’s core thesis of note was far more narrow: he asserted only that states with 
property rights would not fight each other for profits, and then only if leaders 
understood that such wars are unprofitable (304).

THE INTERNATIONAL ORGANIZATION PEACE

Drawing on Immanuel Kant’s eighteenth-century proposal for a world federation 
of democratic republics, Russett and Oneal (2001) placed the idea of interna-
tional organization firmly into the Classical Liberal peace with democracy and 
trade. Traditional arguments for how international governmental organizations 
(IGOs) can promote peace among nations recognize that the international sys-
tem is formally anarchic, and therefore there is nothing to stop a nation from 
using coercion against another. In this environment international institutions are 
believed to promote peace in two primary ways. First, they facilitate informa-
tion sharing, which can smooth coordination and assuage fears of cheating and 
relative gains seeking (Keohane and Martin 1995); they can also act as active 
mediators in conflicts (Russett and Oneal 2001; Mitchell and Hensel 2007). For 
nations having something to fight about, the information from IGOs can enhance 
the odds of a member state correctly appraising the other’s level of resolve, thus 
boosting the chances of a bargained, or nonviolent, solution (Boehmer, Gartzke, 
and Nordstrom 2004).

The second way IGOs can promote peace in an anarchic environment is by 
increasing the cost of war. Presumably nations join IGOs because they yield some 
benefits; otherwise nations would not join them (Keohane and Martin 1995, 46). 
Assuming that the benefits of institutions are sacrificed in conflict, shared IGO 
membership must increase the opportunity cost of war, and thus sometimes con-
strain states from fighting when they otherwise would (Russett, Oneal, and Davis 
1998; Ikenberry 2001). There is some debate, however, on the extent to which 
IGOs can constrain nations from fighting: Mearsheimer (1994) has voiced that 
IGO memberships can be reflective of state interests.

All of these arguments assume an international competitive environment, 
and that IGOs abet in keeping this competition from escalating to militarized 
behavior. It could be, however, that IGOs do more: that they reduce the com-
petitive nature of international relations. Drawing on constructivist ideas, Bearce 
and Bondanella (2007) argue that IGOs act to socialize member states out of 
competitive anarchy (see also Russett, Oneal, and Davis 1998). In analyses of 
interstate dyads they find a strong association between shared IGO membership 
and shared preferences. This is a noteworthy finding in that it suggests that IGOs 
affect member states’ foreign policy preferences, causing them to become more 
aligned with one another. However, the authors do not gauge actual preferences: 
they gauge “revealed” preferences, meaning behavior observed after the fact 
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that might reflect commonality of preferences, drawing on data on voting in the 
United Nations General Assembly. Reliant on a proxy gauge of preferences, the 
causation could easily be reversed, with common preferences causing shared IGO 
memberships. Bearce and Bondanella (2007) lag their measure for IGO mem-
bership five years behind their dependent variable of revealed preferences, but 
this step is not adequate for inferring with confidence the direction of causation 
between preferences and IGOs.

To date the evidence linking shared IGO membership with peace in interstate 
dyads is mixed and the direction of causality far from certain. Most older studies 
have tended to report little or no relationship (e.g., Domke 1988); some even report 
an increased tendency for members of IGOs to fight (Gartzke, Li, and Boehmer 
2001). More recent work suggests that well-institutionalized and security-oriented 
interventionist IGOs are associated with less militarized conflict (Boehmer, 
Gartzke, and Nordstrom 2004; Mitchell and Hensel 2007). Others report that the 
effect of IGOs may be indirect: it seems states with indirect IGO ties (Dorussen 
and Ward 2008) and commonality in IGO networks (Kinne 2013) are less likely to 
fight each other than other states. Other studies are reporting variance over time, 
with the peace-inducing effect of IGOs possibly a twentieth-century phenomenon 
(Maoz et al. 2006), or perhaps an artifact of the Cold War (Anderson, Mitchell, 
and Schilling 2016). Overall, the state of knowledge remains as Russett and Oneal 
(2001) described it two decades ago, with far less confidence that IGOs have some 
association with peace among nations, causal or not, compared with the other two 
pillars of the Liberal Peace, democracy and trade.

TURNING THE SPOTLIGHT ON CAUSALITY

While we know a lot more today than we did a generation ago, we have seen 
how, as with many big questions of global politics, the field has not been able 
to coalesce around any leading explanations for the Liberal Peace. One reason 
could be that most studies in the Liberal Peace are correlational, and many of 
the correlation findings accord with multiple explanations. While more refined 
measures can help, as would statistical models guided by more precise causal 
mechanisms, three types of noncorrelational designs could move our under-
standing of the Liberal Peace forward: survey experiments, process tracing, and 
structured interviews.

As can be seen in rows 1–3 in Table 8.1, most explanations for democratic peace 
rely crucially on the assumption that democratic leaders make decisions according 
to their perceptions of other nations’ regime types. Yet we have negligible evidence 
that leaders actually do this. As mentioned, most survey experiments have limited 
their subjects to the populations of democracies with shared histories and developed 
economies. While assignments to experimental groups are randomized, the popula-
tions tested in these studies are not. We thus need experiments with subjects that 
include the populations of older democracies outside of the economically devel-
oped West. Survey experiments that can isolate concern for the democratic status 
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of adversaries in the populations of nations such as Colombia, India, and Turkey 
would go a long way toward making the public perceptions idea convincing.

Second, if democratic foreign policy decision makers actually act on their 
perceptions of other nations’ regime types, we should be able to see this with 
in-depth process tracing of leadership decision making in international crises. 
Layne (1994) has documented that this did not happen during the Fashoda Crisis 
of 1898. Peceny (1997) has argued persuasively that popular perceptions of Spain 
as a non-democracy in the United States before the Spanish-American War were 
based on Spain’s behavior in Cuba, not on the nature of the Spanish regime. Oren 
(1995) documents a similar pattern regarding US perceptions of Germany dur-
ing World War I. Other crises need to be equally investigated. Among the most 
obvious are a series of crises between Ecuador and Peru, Greece and Turkey, and 
India and Pakistan. For more recent crises, structured interviews of surviving 
foreign policymakers could be invaluable.

In addition, the underlying causal mechanism of selectorate theory (Bueno de 
Mesquita et al. 2004) can be tested with interviews of ex-leaders of democratic 
dyads that have had conflicts. In all three democratic dyads mentioned earlier in 
this chapter—Ecuador and Peru, Greece and Turkey, and India and Pakistan—
democracy has varied over time. In structured interviews foreign policy planners 
can be asked if they altered their calculations of their adversary’s resolve as it 
changed its regime status. Regarding audience costs theory, foreign policy plan-
ners can be asked if they took notice of the adversary making a clear public threat, 
and whether they considered it more credible than they otherwise would have 
because they perceived the adversary as democratic.

Table 8.1. Evidence for Theories of Liberal Peace

Row Theory
Democratic 
Peace

Trading 
Peace

International 
Organization 
Peace Primary Weaknesses

1 Democratic norms X Regime perceptions
2 Democratic resolve X Regime perceptions
3 Audience costs X Regime perceptions
4 Gentle commerce X Not tenable
5 Economic 

modernization
X Theoretically 

incomplete
6 Property rights & 

trade/FDI
X Not examined

7 Opportunity costs X X Evidence: Can be 
reversed

8 Information X Not examined
9 Constructivist X Evidence: Can be 

reversed
10 Bargaining models X X X Evidence: Not 

promising
11 Economic norms 

theory
X X X More research 

needed
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Regarding the trading peace depicted in Table 8.1, we have seen how the gentle 
commerce and economic modernization theses in rows 4 and 5 are incomplete: in 
current formulations neither is equipped to account for the trading peace. More 
promising is Norman Angell’s thesis in row 6, which we have seen predicts an 
interaction of property rights (in both states in a dyad) with trade or financial 
integration. While this thesis is more than a century old, to my knowledge it has 
not been investigated in a large-N study.

Next in Table 8.1 is opportunity costs, which applies to both the trading and 
IGO legs of the Liberal Peace. This remains a promising thesis, yet to my knowl-
edge no one has examined the crucial assumption that leaders and publics (at least 
sometimes) value the opportunity costs of trade or IGOs more than they do other 
values, such as security. Regarding the trading peace, survey experiments with 
subjects drawn from poorer countries as well as richer ones could detect if people 
are willing to sacrifice security for wealth. In-depth process tracing of leadership 
decision making in international crises should inform us whether foreign policy 
decision makers consciously decide to sacrifice security (or other values) for 
wealth. If we cannot see wealth as more important than security in publics or 
their leaders, then it is likely that the causation is reversed, with peace facilitating 
the interdependency, as critics of the Liberal Peace suggest (Keshk, Pollins, and 
Reuveny 2004; Kim and Rousseau 2005).

Regarding opportunity costs and the IGO peace in row 7, we need survey 
experiments to learn if publics value the opportunity costs of international orga-
nization more than they do other values, such as security. Regarding the infor-
mation role of IGOs in row 8, process tracing can seek to learn if leaders ever 
draw on information made available from IGOs to monitor cheating and relative 
gains seeking (Keohane and Martin 1995). If there is little evidence of concern 
for opportunity costs or reliance on IGO-generated information, then more atten-
tion should be shifted toward cultural or constructivist accounts (row 9). Perhaps 
most needed are tests for reverse causality: do IGOs predict revealed preferences 
above and beyond any impact of revealed preferences predicting IGOs? Such a 
test promises substantial progress on the debate of interests and IGOs initiated a 
generation ago by Mearsheimer (1994), and can go a long way toward supporting 
constructivist predictions of the peace-inducing effects of IGOs.

As can be seen in row 10 of Table 8.1, bargaining models have been applied to 
all three legs of the Liberal Peace. Bargaining models apply only to cases where 
parties are already in competition over some resource, as they explain milita-
rization as “an equilibrium phenomenon when information about the behavior 
of the parties is imperfect” (Greif, Milgrom, and Weingast 1994, 758). Applied 
to international politics, these conflicts are said to involve demands for terri-
tory, tribute, or some sort of trade inequity (Fearon 1995, 389–90). Bargaining 
models thus assume that Liberal nations make these kinds of demands on one 
another about as often as other kinds of states, with militarized conflict normally 
averted because democracy, trade, and IGO memberships facilitate costly sig-
nals that, among them, yield more accurate calculations of each other’s resolve 
or credibility.
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To assess the viability of bargaining models for the Liberal Peace, we need 
to know if liberal states make demands for territory, tribute, or trade inequities 
among each other at the same rate as other states. If liberal states make fewer 
such demands on each other than other states, then we would know that some-
thing other than costly signals and bargaining is needed to fully account for the 
Liberal Peace.

In fact, bargaining models would seem to offer at best weak explanans for 
the Liberal Peace. Between 1948 and 2001 the COW militarized interstate dis-
pute (MID) data identify 1,269 new militarized confrontations between nations. 
During this same period states rarely made demands on one another for tribute or 
trade inequities, and the ICOW data set (Hensel and Mitchell 2007b) identifies 
only eighty-eight new territorial or maritime demands made by one previously 
existing state on another. Since it seems most militarized confrontations do not 
arise from failed bargaining circumstances, bargaining models may not be up to 
the task of accounting for the Liberal Peace.

WHAT LIBERALS OVERLOOK: HEGEMONY  
AND DEVELOPMENT

At this point we cannot know if the failure of any Liberal Peace theory to prevail 
from myriad investigations so far is a consequence of all of them being inaccurate 
depictions of the real world, or of not enough testing. Two major issues, for me, 
raise somber misgivings about the efficacy of many of these theories.

First, most of the Liberal Peace theories ignore the fact of US hegemony since 
World War II. In March 1947 the greatest power on earth announced with the 
Truman Doctrine that it will oppose any nation that makes a coercive demand on 
another for territory, tribute, trade inequity, or any kind of servile status. In all 
likelihood the frequency of these kinds of demands dropped sharply at this time; 
certainly nations that wish to stay in the good graces of the United States refrain 
from making these kinds of demands. In this way US hegemony since World War 
II has increased the cost of war for all nations, not simply democratic trading ones 
that join IGOs. Since we know as an objectively true fact that this hegemony 
promotes democracy, trade, and international organization, US hegemony has the 
potential to explain all three pillars of the Liberal Peace.3

The second problem the Liberal theories share is that they largely overlook 
the proverbial elephant in the room: economic development. There are a num-
ber of reasons to think turning our attention toward economic development has 
research promise. First, democracy is not exogenous in nature: something causes it 
(Thompson 1996). Theorists of democratic peace have almost entirely ignored an 
enormous body of research on the causes of democracy. In this body there is a near 
consensus on two key issues. First, economic development, or something related 
with economic development, causes democracy, rather than the other way around 
(Burkhart and Lewis-Beck 1994). Second, democratic culture related with economic 
development is a crucial part of the explanans for democratic longevity (Dahl 1997). 
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It is also obvious that economically developed democratic states are more likely than 
others to be trading states that initiate and join IGOs.

The second reason to consider economic development as an explanans of the 
Liberal Peace is that Ungerer (2012) has shown that the normative explanations 
for the democratic peace have a stronger corroborative record than the structural 
ones. An enormous literature—again almost entirely ignored by theorists of 
Liberal Peace—has yielded overwhelming evidence that links economic develop-
ment with value change (for a review of this literature, see Gilman 2007). Might 
economic development produce democratic values, peace, trade, and interna-
tional organization among nations?

PUTTING THE PEACES TOGETHER

There remains thus far one theory of Liberal Peace not yet discussed: my own 
thesis of how market-oriented economic development can produce peace and all 
three pillars of the Liberal Peace—democracy, trade, and international organiza-
tion (Mousseau 2000, 2019a, 2019b). In brief, a rise in contractual economic flows 
among strangers in a society heightens demand for a state that enforces contracts. 
A rising demand for contract enforcement in turn yields a value for democracy, 
as the democratic rule of law is the only way to render a state’s impartiality in the 
enforcement of contracts credible enough for many in a society to regularly take 
the chance of trusting strangers in contract. Since contractualist societies are trad-
ing and law-oriented societies, contractualist democracies are trading states that 
easily form IGOs to facilitate economic cooperation among them.

There is much more to this story, which can be examined elsewhere (Mousseau 
2000, 2019a, 2019b): what matters here is its promise for the Liberal Peace. 
Drawing on Table 8.1, the theory does not assume that leaders perceive and act on 
each other’s regime (or economic) types. Thus the theory does not suffer from the 
primary weakness of the three main competing theories of democratic peace listed 
in rows 1–3.4 Because the theory relies on a strong state for the enforcement of 
contracts, it does not face the gentle commerce limitation of being workable only 
in small communities (row 4). Yet, because market-oriented development means 
a contract-intensive economy, it can account for the long-observed association of 
economic modernization with peace, property rights, and trade (rows 5–6).

Just as the developed democratic state is principally constrained to safeguard 
the equal protection of the rule of law at home, it is principally constrained to 
safeguard the equal protection of the rule of law abroad. This deduction is not ide-
alist: these states are not giving up their interests. Rather, contractualist states have 
greater interests than others in the self-determination of all nations, as the essential 
foundation for a stable and profitable global marketplace. The theory thus predicts 
behavior by modeling interests rather than behavior from assumed interests, and 
additionally does not assume an inherently competitive world. Therefore, oppor-
tunity costs (row 7), information (row 8), and bargaining (row 10), play no role in 
the theory. Yet the theory is not susceptible to the constructivist assumption that 
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IGOs matter (row 9), because it does not assume that values and interests originate 
in actor interactions or IGOs; in the theory state- and individual-level values and 
interests originate in domestic economic structure.

The theory can explain why the United States decided after World War II to 
enforce a global order based on the principle of self-determination, why most of 
the developed democracies chose to ally with it, and why they continue to do so 
even as the relative supremacy of the United States has declined dramatically 
since 1945 (Mousseau 2019b). It seems in any given year about half of all democ-
racies do not have contractualist economies (179), and these non-contractualist 
democracies are not in the statistical democratic peace (Mousseau 2000). In 
fact, the correlation of democracy with peace is reported to disappear once the 
 contractualist economy is included in standard regression models (Mousseau 
2019a). Neither do the non-contractualist democracies tend to win their wars, 
at least to the extent that Henderson and Bayer’s measure of “Western” (2013) 
serves as a proxy for contract-intensive economy. The theory has also been cor-
roborated in multiple domains, including the areas of democratization (Aytac, 
Mousseau, and Orsun 2016), international terrorism (Meierrieks 2012; Boehmer 
and Daube 2013; Krieger and Meierrieks 2015), civil wars (Mousseau 2012), 
military coups (Powell and Chacha 2016), state capacity (Enia 2017), and human 
rights (Wright and Moorthy 2018). Still, one weakness of the theory as an expla-
nation for the Liberal Peace is that few researchers have, for whatever reason, 
subjected it to rigorous testing in the trading and IGO pillars.

CONCLUSION

This chapter has sought to document the Liberal Peace, with special emphasis on 
assessing the state of evidence for the various theories of how democracy, trade, 
and international organization can cause peace among nations. As summarized 
in Table 8.1, eleven mainstream causal mechanisms or approaches have been 
applied to the three pillars of the Liberal Peace, with some applicable to two or 
more of the pillars. It is my hope that this chapter not only offers an introductory 
summary of the Liberal Peace and the state of evidence behind it but also serves 
to help readers reassess the comparative promise of the competing theories and 
to identify the most hopeful directions going forward.

Starting with the democratic pillar of the Liberal Peace, we have seen that all 
mainstream explanations for it are susceptible to the veracity of one bold assump-
tion: that leaders or publics of democracies accurately perceive and act on their 
perceptions of other nations’ regime types. We have seen too that the state of 
evidence supporting this assumption is weak. To further progress, I suggested 
experimental surveys with subjects in older and poorer democracies and in-depth 
process tracing that might document if democratic leaders have ever considered 
and acted upon their perceptions of the regime status of other nations. Structured 
interviews of foreign policymakers in rival dyads where democracy has varied 
over time can determine if leaders varied their calculations of their adversaries’ 
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resolve according to their regime status over time. They can also inquire if demo-
cratic leaders ever gave notice to an adversary’s making of a clear public threat 
and understood such threats as more credible than they otherwise would have 
precisely because the adversary was democratically elected, and then whether 
they accommodated the adversary’s demands as a result.

Regarding the trading peace, we have seen how the gentle commerce and 
economic modernization theories are incomplete in present formulations. More 
hopeful is the opportunity costs thesis, which applies also to the international 
organization peace. However, we have little evidence of leaders choosing to 
sacrifice national interests, whatever they may be, for the benefits of trade and 
IGO memberships. We thus need survey experiments, with at least some sub-
jects drawn from developing countries, to determine if people are willing to 
make these kinds of sacrifices. Process tracing of crises can determine if leaders 
have ever chosen to sacrifice national interests for the benefits of trade and IGO 
memberships. Until such evidence is reported, the fairer conclusion is of reverse 
causality: that leaders sacrifice the benefits of trade and IGO memberships as 
they pursue national interests.

As seen in the bottom two rows in Table 8.1, only two mainstream theories or 
approaches apply to all three pillars of the Liberal Peace: bargaining approaches 
and economic norms theory. Bargaining models have attracted the most attention 
in the literature, but we have seen that bargaining failures can seem to account 
at best for only a small portion of militarized conflicts. Using the ICOW data, 
research is needed to determine if liberal states make territorial demands on each 
other as much as other states: if they make fewer such demands, then we would 
know that something other than bargaining is needed to fully account for the 
Liberal Peace.

Economic norms theory departs from all other mainstream Liberal explana-
tions in that it identifies the relationships of all three pillars with peace as spuri-
ous. A fourth factor—economic modernization in the form of contract-enforcing 
states—is identified as the cause of peace, all three Liberal pillars, and the US-led 
Liberal hegemony since World War II. More research is needed, however, to 
determine the strengths and weaknesses of this theory regarding the trading and 
IGO pillars of the Liberal Peace.

More precise causal studies could revive perceptions-based theories of how 
democracy can cause peace and prop up the opportunity cost theories. Meantime, 
it is worth thinking about why these and other suggested studies have largely not 
materialized. One reason could be a lack of interest among field researchers in 
understanding real-world causality (Mearsheimer and Walt 2013). The dearth of 
causal studies could also reflect the malady that negative results are often hard to 
publish. This is especially so if findings go against popular trends, as reports of 
the Liberal Peace once went against popular trends during the Cold War. Yet, until 
we have more precise evidence, we will continue to remain in a state of theoreti-
cal turmoil, with new generations of scholars having to select one guidepost or 
another seemingly at random. Without more rigorous causal testing we will, as 
we should, continue to have little confidence in most theories of how democracy, 
trade, and IGO membership can cause peace among nations.
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NOTES

1. Another possibility is the reverse causation of peace causing democracy (Gates, 
Knutsen, and Moses 1996; Thompson 1996). While there may be some reverse causation 
(James, Solberg, and Wolfson 1999), it appears too weak to nullify the impact of democ-
racy on peace (Mousseau and Shi 1999; Reiter 2001; Rasler and Thompson 2005).

2. While some early studies reported the monadic finding that democracies are more 
peaceful overall than other types of nations (Maoz and Abdolali 1989; Chan 1984; Rum-
mel 1979), most studies today report that democracies are about as conflict prone as other 
states; they are largely in peace only with each other (Buhaug 2005; Quackenbush and 
Rudy 2009; cf. Ray 2000).

3. Some early studies speculated or implied some role for US hegemony in the demo-
cratic peace (e.g., Farber and Gowa 1995; Rosato 2003, 600). Lemke and Reed (1996), 
drawing on power transition theory, suggested that democracy could cause a state to ally 
with the American hegemony, explaining the democratic peace. However, McDonald 
(2015) reports evidence that alliance with the hegemon, not democracy, explains the 
democratic peace, as many democracies do not ally with the United States and these non-
allied democracies are not in this statistical peace.

4. Ray and Dafoe have described my theory as dependent on the assumption that nations 
act on their perceptions of other nations’ economic types (Ray and Dafoe 2018, 194–95, 
197). They provide no supporting citation for their claim, and they are incorrect (Mous-
seau 2019a, 7).
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Chapter Nine

The Territorial Peace
Current and Future Research

Douglas M. Gibler and Steven V. Miller

INTRODUCTION

Territorial peace theory (Gibler 2012) argues that external threats to the state 
over the distribution of territory affect bargaining among groups in society. These 
threats create both pressure and opportunity for state leaders. Territory is a salient 
issue for citizens, who have learned over time that displacement from territory 
is an existential threat. Citizens want state leaders to provide for their security, 
which creates an opportunity for state leaders to centralize power in their posi-
tion for discretionary decision making on deterring the external threat. Deterring 
the external threat impels leaders toward mobilizing large, land-based armies 
for territorial security. This augments the leaders’ position vis-à-vis potential 
regime dissidents because large armies decrease the costs associated with violent 
repression against redistributive demands from the general public or challenges 
to the leader’s office from other elites. Autocracy emerges from territorial threat. 
Territorial peace, defined as the presence of stable borders and absence of exter-
nal threats to territory, makes democracy more likely.

This argument cuts across the traditional divide between international and 
comparative politics scholarship. For example, by focusing on the effects of 
territorial threat in regime development, the theory links endogenous theories 
of democracy that emphasize societal-level barriers to pluralism and economic 
group competition, to exogenous theories of democracy that rely on geographic 
diffusion and threat environments. Domestically, territorial threat leads to central-
ized institutions, bargaining among societal groups, and changes in individual 
attitudes receptive to authoritarian leadership; these centralized polities are also 
more likely to repress their citizens. Internationally, prior territorial threats are 
likely to condition the state by making it more likely to engage in international 
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conflict, and, of course, the absence of threat leads to peace or at least a highly 
selected set of conflicts. Thus states at territorial peace are more likely to negoti-
ate compromises to their disputes and are also more likely to win disputes they 
choose to escalate because territorial peace provides states more opportunity for 
selection into conflicts that are easier to negotiate and easier to win. This selec-
tion effect largely explains the well-identified association of democracy with 
compromises and victories.

In this chapter we take stock of this argument and the scholarship that has 
followed from it. Our review suggests the core claims of the territorial peace 
argument are well supported across a wide variety of applications. These include 
analyses of a rich array of data sources, like the World Values Survey, the Women 
in Parliament data, and the Political Instability Task Force, as well as our most 
accessible conflict data sets. Analyses that seek to test the core claims of the ter-
ritorial peace theory produce results broadly in line with its core claims while 
also illuminating new mechanisms to support the territorial peace. Critiques of 
the territorial peace often misrepresent the theory’s scope and argument, certainly 
as it pertains to the supposed peace among democracies.

Our review proceeds as follows. First, we provide a condensed version of the 
book-length argument introduced in Gibler (2012). Here we take care to empha-
size that the territorial peace is an argument whose foundation is the importance 
of disputed territory to international conflict, but its core is an argument of state 
development under these conditions. Thereafter, we review the scholarship that 
has followed from it, elaborating on how scholars working with the book’s main 
argument have produced intriguing and important analyses to support its claims 
of territory’s importance to individual-level political attitudes, domestic politi-
cal processes, and interstate conflict patterns. We conclude with a discussion  
of where we believe future research should proceed regarding the territorial 
peace argument.

THE TERRITORIAL PEACE ARGUMENT

The territorial peace argument emerged amid growing scholarship linking territo-
rial issues and all patterns of interstate conflict (see Hensel and Goemans, chapter 
1 of this volume, for a review of this scholarship). The early work on territorial 
conflict was a challenge to structural realism, arguing that the most common 
approach to security studies remained limited when most interstate conflict is 
dyadic and localized to particular territorial issues. Meanwhile the democratic 
peace research program emerged simultaneously as a regime-based challenge to 
structural realism complaining about the important variation in conflict patterns 
by government type, especially the peculiarities of democracies. Gibler (2007) 
stands out as the first articulation of a territorial conflict research program that 
has direct implications for the democratic peace. Gibler’s analysis suggests that 
the democratic peace is epiphenomenal to the presence of peaceful borders. As 
such, Gibler breaks new ground in showing that prioritizing the importance of 
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borders and territorial conflict is not only a cogent response to structural real-
ism but also a cogent response to the democratic peace that emerged as the most 
prominent critique of structural realism in security studies. Both lack the explana-
tory power of an issue-based paradigm that draws attention to disputed territory 
and peaceful borders.

Gibler (2012) expanded this analysis into an argument of “territorial peace,” 
a fuller case for the importance of disputed territory to all matters of state devel-
opment and interstate conflict. The foundation of the territorial peace argument 
is rooted in scholarship that had accrued to that point on why territory is so 
important to the conduct of international politics. Briefly, no issue in international 
politics has the salience of territory, and external threats to territory matter more 
than external threats over other issues.

Disputed territory’s importance has a clear material component. In primitive 
societies, for example, individuals learned over time that land was the primary 
source for food and shelter and that displacement from territory was an existen-
tial threat. There is an intangible component to territory’s importance as well. 
Occupation of territory creates symbolic and psychological attachments to the 
land itself. Territory is a means to self-categorization and identity. Over time 
both processes of territory’s material and symbolic importance aggregated from 
primitive societies to states.

This is why, for example, Iran and Iraq fought an eight-year war whose focal 
point was control of the oil-rich province of Khuzistan, east of the strategically 
valuable Shatt-al-Arab waterway that served as Iraq’s outlet to the Persian Gulf. 
It is also why the partition of the British Raj created an immediate strategic 
rivalry between India and Pakistan whose focal point is Kashmir. Kashmir is 
unique because the territory has no known precious commodity or even specu-
lated commodity of interest to India or Pakistan. Even Indian leaders at the time 
of the partition never suspected that Kashmir had material value but chose to pur-
sue it anyway (Hamid 1986, 274) because the territory holds primarily symbolic 
value for both sides in the rivalry. Taken as a whole, territory is highly salient for 
individuals, and threats to territory constitute both material threats to livelihood 
and symbolic threats to a sense of self that is connected to a piece of territory  
as “homeland.”

The importance of disputed territory is the foundation to the territorial peace 
argument but the core of the argument is one of state development. External 
threats to territories have played an outsized role in how states formed and devel-
oped. The domestic political processes that Gibler (2012) outlined are multiple 
and need not be exactly linear or identical in all cases, though the development 
of states under territorial threat share these characteristics.

First, the salient nature of disputed territory and the external threat to it 
becomes a socialization mechanism for individuals. This part of the territorial 
peace argument is well traveled with clear origins in the early social psychology 
literature (e.g., Simmel 1955; Coser 1956). Coser (1956, 38) communicates this 
point nicely, if broadly, by noting that conflict serves to establish and maintain 
the boundary lines of societies and groups, along with the identities associated 
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with them. Thus external territorial threats make national divisions salient for 
individuals, cleaving individuals to “in-groups” whose attachments are to the 
state under threat.

Two processes follow from this increasing attachment to the state as an in-
group. Classic identity scholarship has long cautioned that cohesion with an 
in-group is not a frictionless process. Individuals who cleave together around a 
common identity in response to an external source of threat are likely to become 
intolerant in the process. The sources of their intolerance include the source of 
threat, which becomes a salient “out-group” under these conditions, as well as 
other would-be dissidents and deviants whose failure to conform to majority 
group norms is interpreted as a sign of weakness when shows of strength under 
threat are paramount.

The second process under these conditions is the emphasis that individuals 
afford to their security under conditions of external territorial threat. Individuals 
fear the costs of potential displacement from territory and gravitate toward state 
leadership to provide for their security. This is a sort of “rally effect.” Society 
rallies around the state leader, who becomes more a symbol of national unity in 
the face of external threat (cf. Lee 1977, 253).

Territorial threat creates an opportunity for state leaders as these processes of 
group attachment and fear create conditions favorable for the consolidation of 
power for the position of the state leader. A society that cleaves together as a show 
of resolve against a source of external threat tilts the bargaining position in favor 
of the leader against rival elites. It becomes politically untenable for these rival 
elites to challenge the state leader’s authority, providing more regime security for 
the state leader. Further, citizens who prioritize their security under conditions of 
external threat are ultimately permitting more discretionary power for the state 
leader on how to best provide for their security. A threat to territory leaves little 
patience among citizens for any kind of political obstacle that would be easily 
construed as hindrances to territorial defense.

Large, land-based armies are of course indispensable for deterring territorial 
threats. The goal for challenging states is territorial occupation and annexation, 
for which an army is necessary. For targets of territorial threat, a comparable army 
capable of maintaining occupation is imperative. States whose homeland territory 
are directly threatened by neighbors are thus likely to mobilize large, land-based 
armies. Those states without such territorial threats are unlikely to raise such 
large, land-based armies. The United States is an illustrative case here. The US 
military saw little in the way of a professional, permanent standing army during 
its formative years. Instead, the US military—and the army, in particular—was 
best characterized by rapid mobilizations and large-scale demobilizations around 
situational conflicts/emergencies prior to the start of the Cold War (e.g., Sparrow 
1952). The geographical endowment of the United States, characterized by two 
friendly neighbors to its north and south and by its separation from Asia and 
conflict-prone Europe by two vast oceans, can account for this.

The shift toward large, land-based armies under territorial threat augments 
the opportunity for state leaders to consolidate power in their position. Large, 
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land-based armies serve dual purposes for state leaders. They are useful for 
deterrence against external threats and provide the optimal means for territorial 
security. These armies are also useful instruments of repression against potential 
regime dissidents. State leaders confronted with challenges to their office can pur-
sue either peaceful negotiation or violent repression. Territorial threat decreases 
the cost of violent repression, making it a more attractive option for state leaders 
while also making dissidence prohibitively more expensive for regime outsiders. 
Centralization of power is a natural consequence of territorial threat as states 
pursue territorial defense. However, autocracy is more likely to emerge under 
conditions of territorial threat and stable borders. Conversely, the absence of ter-
ritorial threat decreases the need to mobilize large, land-based armies and makes 
repression by state leaders more expensive relative to negotiations. Democracy is 
more likely to emerge as a result. From this perspective it should be unsurprising 
that a country like Switzerland, with its natural mountain buffers, is one of the 
longest-running decentralized democracies in the world.

The territorial peace argument links territorial issues to state development 
as a challenge to the primacy that democratic peace scholars have traditionally 
afforded to understanding international politics by reference to regime type. The 
causal arrow in democratic peace scholarship treats regime type as exogenous to 
the conflict patterns that regime type may explain. It then assembles a body of 
scholarship that, at its core, contends pairing democracies together will lead to 
the absence of war between them. The territorial peace argument contends this 
argument mis-specifies the exogeneity of regime type. Instead, regime type is 
endogenous to the presence of stable borders and territorial peace. Democracies 
are more likely to emerge under conditions of territorial peace. Autocracies are 
more likely to emerge under conditions of territorial threat. The democratic 
peace, per the territorial peace argument, is a function of omitted variable bias. It 
should be no surprise then that the zones of peace and democracy that emerged 
in post–World War II Europe (cf. Gleditsch 2002) began when major countries in 
Western Europe settled their borders following the war.

Territorial threat keeps foreign policies more local and directed toward the 
immediate nature of the threat on the border. These conflicts should be difficult 
to resolve peacefully, are resistant to compromise or negotiation, and are more 
likely to escalate toward war. Conversely, territorial peace creates new foreign 
policy opportunities for states. The presence of stable borders and territorial 
peace makes conflict unlikely with neighbors. This allows state leaders to pur-
sue military development that shifts from large, land-based armies toward other 
means of power projection across the globe, like navies and air forces. States at 
territorial peace can become more selective in whom they fight and where. This 
makes noncontiguous conflict more likely for states at territorial peace, albeit 
over issues of lesser salience. States are more likely to pick winnable conflicts 
or those that are more amenable to negotiation and compromise. This is why the 
natural territorial security of the United Kingdom as an island in Europe or the 
United States’ aforementioned geographical endowment permitted both a more 
democratic regime relative to mainland Europe and an ability to select conflicts 
in more remote parts of the globe.
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THE EMPIRICAL SUPPORT FOR THE TERRITORIAL PEACE

Studies that have followed Gibler (2012) have offered wide-ranging support for 
many of his core claims. We review these explications of the territorial peace 
argument at the multiple levels in which they operate. The first and perhaps most 
intriguing level of explication is at the individual level. Numerous works have 
done well to explicate the individual-level mechanisms that underscore disputed 
territory’s salience.

The second area of research supporting the territorial peace argument looks 
at the effect of disputed territory on domestic political processes—namely, 
regime type—to test the mechanism by which state leaders use territorial threat 
to centralize power and consolidate more autocratic regimes. The third strand of 
this supporting research looks at variations in conflict patterns that successfully 
elevate the territorial peace over democratic peace explanations for interstate 
conflict. The fourth strand of research we review looks at those works that have 
tried to argue for the continued importance of the democratic peace in light of the 
challenge posed by Gibler’s (2012) territorial peace argument.

Individual-Level Support

The most intriguing extensions of the territorial peace argument, especially for 
the state development component, have been at the individual level. Studies 
leveraging external territorial threat indicators with survey data have done well 
to illuminate the micro-level foundations of the state development hypothesis 
in the territorial peace argument. Here much of the important work on this 
front has been done by Gibler, Hutchison, or Miller, either together or in their 
solo works.

Hutchison and Gibler (2007) are the first to empirically demonstrate the impor-
tance of disputed territory to individuals, emphasizing Coser’s (1956, 38) claim 
that conflict is an in-group socialization mechanism. Fearing the nature of territo-
rial threat, citizens in these threatened states cleave together as a show of resolve 
against the source of the territorial threat while becoming intolerant of groups 
they perceive to deviate from in-group norms. Their analysis links territorial 
conflict indicators in the Correlates of War (COW) militarized interstate dispute 
(MID) data with the World Values Survey data to demonstrate that allowing these 
least-liked groups political liberties would be seen as introducing weakness into 
the political system at a critical time when a show of strength against the external 
territorial threat is necessary. Multilevel models of World Values Survey data 
show territorial threat increases political intolerance toward least-liked groups.

Gibler, Hutchison, and Miller (2012) offer a direct test of the in-group iden-
tification component of the territorial peace argument. They use Afrobarometer 
and World Values Survey data to show that citizens in states targeted by territo-
rial threats are more likely to self-identify with their country whereas citizens 
in states that routinely initiate territorial revisions are more likely to self-
identify with their ethnicity. The argument suggests threatened states identify 
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with their country as a natural response to external threat but that territorial 
revisionist leaders often stake their territorial claims on ethnic grounds, which 
is broadly consistent with the territorial peace argument. The most intriguing 
component of the analysis is the within-case study they do of Nigeria, which 
demonstrates the spatial variation of identity attachments contingent on prox-
imity to disputed territory.

Elsewhere, Hutchison and Miller dedicated much of their early scholarship 
to exploring the different processes of disputed territory’s salience at the indi-
vidual level. Hutchison’s interests focus on the mechanics of government trust 
and approval as functions of territorial threat. His analyses suggest an interesting 
heterogeneity in citizen attitudes toward governments under territorial threat. 
Territorial threat allows governments to better mobilize their citizens on terms 
advantageous to the government (Hutchison 2011b). This claim has a lot of intu-
ition from works in American politics (e.g., Rosenstone and Hansen 1993), but 
generalizes in a manner consistent with the territorial peace argument about state 
development under territorial threat. The main findings from this set of analyses 
is that territorial threat allows governments to more easily mobilize citizens. An 
increase in government approval follows even if declining trust in government 
emerges as a side effect (Hutchison 2011a).

Miller’s analyses look more at citizen attitudes toward what type of author-
ity the government should have, directly testing the territorial peace argument 
that the salience of territory for individuals makes conditions amenable for 
autocracy. His analyses of cross-national survey data are broadly consistent with 
this claim. Miller (2017) links the territorial peace to terror management theory 
(e.g., Landau et al. 2004), offering an argument that disputed territory constitutes 
a salient threat to individual livelihood that draws individuals toward a strong 
leader unencumbered by legislatures or elections in order to provide for their 
security. Citizens are happy with the changes around executive authority that 
follow territorial threat, and are happier overall, provided the government is 
pursuing defense of the coveted territory (Miller 2013). Further, S. Miller (2018) 
bridges the cohesion and state development hypotheses in showing that territorial 
threat allows for greater permissiveness of government corruption while decreas-
ing tolerance of private corruption in society.

Other scholarship has accrued that supports the territorial peace at the indi-
vidual level as well. For example, Tir and Bailey (2018) suggest responses to 
disputed territory emphasize more “masculine” values of militarization and 
centralization around traditional hierarchies, decreasing women’s welfare and 
enlarging the gap in the relative welfare between men and women. Kim (2019b) 
uses World Values Survey data to show that individuals are more willing to fight 
for their country if they live in a country with competing territorial claims.

Complementing Gibler, Hutchison, and Miller’s (2012) within-case analysis of 
Nigeria, Tanaka’s (2016) survey experiment in Japan shows respondents farther 
from disputed territories are more likely to view the Liancourt Rocks dispute 
through a nationalist lens. Justwan and Fisher’s work brings survey experiment 
data to bear on territorial peace hypotheses with a unique focus on the territorial 
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disputes of India (e.g., Justwan and Fisher 2017, 2018, 2019). Their findings are 
multiple and unpack the nexus of trust and disputed territory, at least in India’s 
particular territorial disputes.

All told, the territorial peace argument enjoys some of its most important sup-
port at the individual level. Here multiple scholars have bridged an argument of 
international politics and state development with comparative political behavior 
insights to better illuminate the individual-level mechanisms of the argument.

Domestic Political Processes and Regime Type

Territorial threat scholarship has also illuminated Gibler’s (2012) centralization 
argument. Gibler (2010) first showed that disputed territory constitutes a salient 
external threat that creates strong incentives for institutionalized opposition to 
support the head of state. This is a rally effect argument that Gibler (2010) uses 
to show how the presence of territorial threat allows state leaders to remove 
potential veto players from the regime to better consolidate the state leader’s 
position to secure tenure. This argument is consistent with another argument 
by Tir (2010) about the incentives for unpopular leaders to salvage domestic 
support and regime control through a territorial diversion. Rally effects and 
diversionary theories of war have long plagued scholarship on leaders and war 
since few arguments are so intuitive in theory with so little empirical support 
for them (see Wolford, chapter 14 in this volume). However, territorial threat 
scholarship may offer some clues as to what issues lead to these rallies in a 
manner consistent with the territorial peace argument. The decision making 
leading to the Falklands War, the canonical case of rally effects and diversion-
ary conflict, may well illustrate this.

Nam Kyu Kim’s more recent work, both solo and with coauthors, has pro-
duced results consistent with the territorial peace argument of state development. 
For one, territorial threat creates conditions favorable for the emergence of a 
particular kind of autocracy: military rule. External territorial threats increase 
the capacity of the military to both deter external rivals and intervene in politics 
(Kim 2019a). Indeed, dictators in territorial rivalries are particularly vulnerable 
to coup attempts from the very agency they must empower against an external 
threat (Florea 2018).

However, the nature of the military regime that follows is typically more “col-
legial” than “strongman,” greater resembling the military junta in Greece than, 
say, Idi Amin’s military rule in Uganda. Women’s representation in parliament 
typically declines as well. Tir and Bailey (2018) demonstrate why this operates 
at the individual level, but Kang and Kim (2020) are able to show this with the 
cross-national Women in Parliament data. Finally, Hong and Kim (2019) unpack 
the repression component of the territorial peace argument, at least as it pertains 
to mass killing as a particularly severe form of repression. Their findings do 
establish a link between external territorial threats and mass killings by the state, 
but offer some caveats about its scope conditions. Typically mass killing is more 
likely to follow in states whose leaders commit themselves to more exclusionary 
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ideologies. This should follow naturally from the territorial peace argument about 
the salience of disputed territory and territorial conflict as an in-group socializing 
mechanism, but the connection here is made explicit in the analysis.

One particularly intriguing explication of the domestic political processes of 
territorial threat comes from Gibler and Miller (2014). They note that enough 
interstate territorial conflict scholarship had accrued to that point, linking terri-
torial threat with changes in domestic political institutions as well as domestic 
political attitudes, but no analysis had tried to bridge interstate territorial con-
flict with domestic political conflict. The salient nature of external territorial 
threat should have dampening effects on militarized challenges to the central 
government’s authority. This is a logical implication of the territorial peace 
argument: large, land-based armies that emerge under conditions of territorial 
threat should increase the government’s capacity to extract resources from its 
citizens while also increasing the costs of mobilizing an insurgency campaign 
against the government. Their analysis shows that external territorial threat 
both increases state capacity and decreases the likelihood of armed conflict 
and civil war over control of the central government. Importantly, they find 
lingering effects of territorial threat for periods as long as thirty years after 
territorial settlement.

Territory, Democracy, and Conflict Processes

The territorial peace argument is primarily one of state development and the 
importance of territory to domestic political processes. However, it has major 
implications for the democratic peace, which to that point had produced an 
assembly of facts about (1) how democracies avoid war with each other and (2) 
how democracies perform in the conflicts they choose to fight. The territorial 
peace argument contends that democracy is not exogenous to conflict patterns 
when democracy is itself endogenous to territorial peace. A slew of findings have 
challenged much of the democratic peace scholarship on this topic.

Gibler’s (2007) analyses, later extended in his 2012 book, directly challenge 
the main democratic peace finding about the ability of joint democracies to avoid 
a war with each other. Levy (1988, 662) famously noted that democratic peace 
emerged as “the closest thing to an empirical law” in all of political science, but 
no democratic peace scholarship to that point had taken serious inventory of the 
territorial conflict scholarship and included issue-type indicators in their statisti-
cal models. Gibler’s analyses show that, had they done so, the results would be 
much less supportive of the core claims of this purported empirical law.

Indeed, democratic transitions are often a result of peaceful territorial trans-
fers (Gibler and Tir 2010) and are more likely to cluster in zones of peace 
following territorial settlement (Gibler and Tir 2014). Gibler and Braithwaite 
(2013) leverage conflict “hot spot” data (cf. Braithwaite 2010) to cast further 
doubt on the universality of democratic peace claims, elevating the importance 
of regional stability following territorial peace to explain conflict patterns typi-
cally afforded to the democratic peace. Miller and Gibler (2011) offer further 
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evidence that core empirical regularities about the pacific nature of democracies 
follow from omitted variable bias. They show jointly democratic disputes are 
no more or less likely to end in a negotiated compromise after controlling for 
territorial threat indicators.

Gibler and Hutchison (2013) also offer evidence skeptical of an audience 
cost component to democratic peace. Some scholarship rooted in the democratic 
peace (e.g., Schultz 2001; Slantchev 2006) had offered an audience cost com-
ponent to the research program, contending that democratic publics are better 
at sanctioning democratic leaders for foreign policy failures. This would under-
score why democracies avoid costly wars with each other and fare better in the 
conflicts they do fight. However, democracies rarely have territorial disputes 
and the disputes they do have are unlikely to generate the kind of audience costs 
implied by audience cost scholarship. Gibler and Hutchison (2013) show that 
democratic leaders do not have the kind of institutional advantage that democratic 
peace scholarship suggests. For the subset of democracies with territorial issues, 
democracies are more likely to back down, to have a higher number of incidents, 
and to take escalatory steps when compared to other regimes. All would be 
inconsistent with democratic peace theory’s argument that democracy’s unique 
institutional designs relative to autocratic systems make democracies better at 
signaling resolve in conflict.

The other territorial peace challenges received wisdom about where and under 
what conditions democracies choose to fight. Democratic peace scholarship had 
assumed that the conflicts democracies choose to fight will be quicker and more 
easily won at a lower cost to a democratic government, given electoral pressures 
from a general public that has more say in selecting a leader and punishing a 
leader for bad foreign policies.

However, Gibler and Miller (2013) show that much of these claims follow from 
omitted variable bias. Democracies rarely have territorial disputes with neighbors 
and, controlling for that, there is no independent effect of democracy to support 
these claims. Democracies are no more likely to have quicker disputes or emerge 
victorious in their disputes once controls are added for the threat environment.

CRITIQUES AND CHALLENGES TO THE  
TERRITORIAL PEACE

To date, most scholarship following the publication of Gibler (2012) has pro-
duced findings that broadly support the argument’s central claims while further 
explicating some of the processes in the argument. However, not all scholarship 
has been receptive to the claim that territorial peace precedes and is ultimately 
exogenous to democratic peace. We review some of those critiques of these stron-
ger claims of the territorial peace.

Park and Colaresi (2014) were the first to directly challenge the territorial 
peace argument that there is no democratic peace separate from a territorial 
peace. Their review of Gibler’s (2007) replication data contended there were 
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several inconsistencies in the data he described and the statistical model he 
presented. Park and Colaresi argue that correcting those inconsistencies and 
reestimating the data restores the statistical significance to the core hypothesis 
of democratic peace that jointly democratic dyads avoid conflict with each other. 
Importantly, they suggest the findings are stronger for democratic peace than the 
territorial peace argument. However, Gibler (2014) notes this critique misses the 
point of the territorial peace argument. The territorial peace argument is primarily 
an argument of the importance of disputed territory to contiguous dyads while 
the support for Park and Colaresi’s (2014) critique leans heavily on noncontigu-
ous dyads. A focus on just contiguous dyads, per the territorial peace argument, 
shows no statistically discernible effect of joint democracy on conflict avoidance.

Owsiak’s recent research presents the argument that these competing para-
digms could be better integrated and complement each other. His work over time 
on the border settlement data suggests that border settlement increases peace 
among contiguous dyads, nondemocratic or democratic (Owsiak 2019). Further, 
democratic contiguous dyads do not experience such a pacifying effect in the 
absence of border settlement. Democratic peace claims, he finds, work better 
among noncontiguous dyads even as peace typically requires both democracy and 
border settlement in his analysis. This would endeavor to put territorial peace on 
equal footing with the democratic peace.

However, further exploration of the border settlement data provides more evi-
dence to elevate territorial peace claims over democratic peace claims. Owsiak 
and Vasquez (2019) find that democratic dyads may handle their disputes more 
peacefully because they have settled their borders prior to becoming democratic. 
This removes one of the most dangerous issues from their mutual foreign policy 
agenda. Indeed, Gibler and Owsiak (2018) find that border settlement precedes 
democratization, which makes a conjoint explanation meaningless.

Direct challenges to the territorial peace argument misrepresent the scope of 
the argument and unnecessarily elevate the importance of the democratic peace of 
noncontiguous dyads. Efforts to better integrate territorial peace arguments with 
democratic peace arguments to put both on equal footing will still emphasize the 
explanatory power of the former over the latter. Overall, with the exception of a 
recent contribution from Hegre, Bernhard, and Teorell (2019) that brings the new 
V-Dem data into this debate, no study has emerged that could adequately restore 
the significance of the democratic peace after controlling for the insights from 
the territorial peace.

WHAT’S NEXT AND WHAT’S MISSING IN THE  
TERRITORIAL PEACE RESEARCH PROGRAM

Gibler (2007) broke new ground in directly challenging the democratic peace as 
a function of omitted variable bias, offering the first articulation of disputed ter-
ritory’s primacy over regime type in understanding international conflict. Gibler 
(2012) later expanded this earlier analysis into a fuller argument of territorial 
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peace. The foundation of this argument is the importance of disputed territory 
as a salient issue in international conflict, but the core of this argument is one 
of state development. External threats to territory create conditions that permit 
the centralization of authority in the state leader’s position and create conditions 
amenable to the consolidation of autocracy.

Territorial peace, conversely, reduces the state leader’s ability to consolidate 
power through executive centralization and the mobilization of large, land-based 
armies. Democracies are more likely to emerge under conditions of territorial 
peace. This makes democracies endogenous to territorial peace, challenging the 
democratic peace scholarship on conflict patterns as a function of omitted vari-
able bias.

A slew of scholarship has accumulated since Gibler’s (2007) first analysis 
and the publication of his 2012 book that offers further support for the main 
argument. Indeed, there is no shortage of a diverse array of scholarship that both 
directly supports the argument’s core claims while providing new information 
about scope conditions to better clarify the theory. The main argument is well 
supported across multiple applications. In this section we discuss what we believe 
would be welcome additions to the territorial peace research agenda.

We believe there is still plenty of opportunity to explore some of the book’s 
core arguments and that these would be welcome additions to this already thriving 
body of scholarship. For one, not a lot of scholarship has emerged that directly 
discusses one of the core features of the territorial peace argument: Whereas the 
argument is primarily one of state development, it makes considerable emphasis 
of the importance of large, land-based armies to states under territorial threat. 
Conversely, states at territorial peace should be less likely to need or have these 
armies and their militaries should be more likely to emphasize navies or air 
forces. Gibler (2012, e.g., 32–33) makes this point explicit at various points in 
his book. However, the evidence in support of this argument is only indirect. For 
example, North and Weingast (1989) argue that the British monarchy felt more 
pressure to compromise with parliamentary rivals because the bulk of the military 
force for the island country was naval and invested abroad.

Downing (1993) has a more historical argument about what exposure to war-
fare in early modern Europe did for democratic development. In his analysis 
states that were more exposed to warfare and with armies more domestically 
mobilized for it, like France, became more autocratic and those states that were 
less exposed and with armies less mobilized for warfare, like Sweden and the 
Netherlands, deviated less from their early constitutions. They were in a better 
position to become more democratic. The territorial peace argument no doubt has 
ample inspiration from the likes of Tilly (1985), Boix (2003), and Acemoglu and 
Robinson (2006), but direct analyses of the heterogeneity of militaries as a func-
tion of territorial peace have been lacking to date. Analyses of military personnel 
data (cf. Singer, Bremer, and Stuckey 1972) will only indirectly address this part 
of the territorial peace argument.

Some clarification of the repression component of the argument would be a 
welcome addition to this research program. A lot of work in this area has been 
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subtly inconsistent with each other. For example, Gibler’s (2012) argument is 
fairly direct in contending that the centralization of power of the state leader and 
the mobilization of large, land-based armies makes repression cheaper and more 
attractive for state leaders who would like to better secure their position and 
tenure. However, repression is endogenous to dissent. Other parts of the argu-
ment no doubt mention regime dissidents and deviants from in-group norms, 
but outward displays of dissent should become unappealing to those minorities. 
Repression is theoretically both cheap for leaders and unappealing for dissidents 
to incur. Elsewhere Miller (2013) suggests that citizens are mostly happy when 
the leader takes aggressive measures toward territorial security and also suggests 
that individuals prefer the kind of leader who could more easily squash regime 
dissidents (Miller 2017). Citizens, at least from this perspective, are happier 
with government outputs on the balance but prefer a leader who could more 
easily repress them at the leader’s discretion. Wright (2014) and Hong and Kim 
(2019) try to directly answer this question, but both results do not complement 
each other well. Wright (2014) argues territorial conflict for quasi-democracies 
makes repression more attractive while autocrats expend more resources on ter-
ritorial conflict and are less able to repress at home. Hong and Kim (2019) offer 
the strongest results that show external territorial threats increase mass killing of 
regime dissidents. However, mass killing is a particularly severe form of repres-
sion and it is still unclear how external territorial threats explain other forms 
of repression. As with any good theory, more and better clarifications of the 
theory’s component parts will both clarify the theory and bring forward many 
more research questions to answer.
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Chapter Ten

The Peace Puzzle
Understanding Transitions to Peace

Andrew P. Owsiak, Paul F. Diehl, and Gary Goertz

In 1942 Quincy Wright produced an impressive volume that chronicled and 
analyzed the causes of interstate war.1 As Karl Deutsch succinctly noted in the 
second edition, Wright’s volume had “one purpose: the understanding and con-
trol of war and its eventual prevention” (Wright 1965 [1942], xiii). Most other 
scholars approach the study of war with similar motivations (see Vasquez 1993, 
2009). The thinking goes that, if only the field—and, more important, policymak-
ers—could understand why and how wars occur, then the causes of war might be 
mitigated to create a more peaceful world.

From this perspective conflict below the threshold of war signifies greater 
peace, but significant variation exists in lower-conflict relationships. Consider 
for example, the following pairs of states or dyads—Iran-Iraq (1934–2005), the 
United States-Egypt (1978–2015), Belize-Guyana (1981–2015), and Sweden-
Denmark (1952–2015)—as representative of so-called peaceful relationships. 
None of these dyads was at war all of the time, if ever. Nevertheless, their 
relationships differ markedly. Perceptions of threat, enmity, and competition 
(i.e., rivalry) dominated one of these dyads (e.g., Iran-Iraq). Others cooperated 
substantially (e.g., Belize-Guyana), even harmonizing policy and rendering war 
unthinkable (e.g., Sweden-Denmark). Finally, remaining dyads lie between these 
two extremes (e.g., United States-Egypt).

Existing work does not adequately explain this variance in peaceful relation-
ships. Conflict trends indicate that the world has become more peaceful over time 
(e.g., see Goldstein 2011; Pinker 2011 on general conflict trends, see Pettersson, 
Hogbladh, and Oberg 2019: and chapter 16), but only if we define peace as “not 
fighting.” Such a narrow conceptualization—called “negative peace,” or the 
absence of violence (Galtung 1959)—rests on flawed logic. It equates one type of 
peace (negative peace) with all forms of peace, even though we know this to be 
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misleading, if not false. In addition to negative peace, for example, Galtung (1959, 
1996) conceptualizes positive peace, “a cooperative system beyond ‘passive peace-
ful coexistence’ that can bring forth positively synergistic fruits of the harmony. In 
a set of states this leads to a continuum from total separation, dissociation, to total 
association, union” (Galtung 1996, 61). States at positive peace have integrated, 
institutionalized, and harmonized relations; they are close friends (Diehl 2019).

If one accepts Galtung’s argument, then the widely held belief that the causes 
of peace are simply the inverse of the causes of war—that is, causal symmetry 
exists among the causes of war and peace—is not only misguided but also 
myopic.2 First, although much research focuses on how to stop conflict-prone 
dyads from fighting (i.e., rivalry termination; e.g., see Bennett 1996; Owsiak and 
Rider 2013), its inquiry always ends when the fighting stops. Once nations have 
achieved negative peace, discussions of how to produce greater peace dissipate. 
Second, scholars who track the expansion of negative peace do so in limited 
ways. The evidentiary basis for claims of widespread (negative) peace rest 
largely on the debatable decline in battle deaths from war (for counterviews, see 
Braumoeller 2019); they do not consider cooperation or other peaceful behavior 
in the international system. Moreover, the theoretical explanations for peace 
that scholars advance often lack coherence or empirical tests. Pinker (2011), for 
example, offers multiple explanations at once, including the presence of nuclear 
weapons, the feminization of society, greater economic prosperity, and many oth-
ers; with so many mechanisms—and none tested empirically—the overall expla-
nation becomes imprecise and, in scholarly parlance, overdetermined. Goldstein 
(2011), in contrast, gives almost exclusive causal weight for greater peace to the 
United Nations, overstating the effect of that institution in a way that does not 
map well with global peace trends.

In our conception any expansion of global peace necessarily entails an aggre-
gate shift in the peacefulness of dyadic relationships (i.e., relationships between 
pairings of individual states). Entertaining that idea requires a general inquiry 
into transitions away from escalation, war, and hostility—as well as a specific 
inquiry into the factors that encourage individual dyadic relationships to move 
toward greater peace beyond the negative variety. We begin with a simple ques-
tion: is peace expanding in the international system? Documenting this trend 
shows the need to explain two critical relationship transitions (Goertz, Diehl, and 
Balas 2016). First, how do pairs of states move from rivalry to negative peace? 
Second, how do dyads transition from negative to positive peace? After review-
ing the existing, limited research that addresses these questions, we conduct an 
original empirical analysis to uncover the factors that facilitate more peaceful 
relationships during the period 1946–2015.

THE CONTINUUM OF INTERSTATE RELATIONSHIPS

For a dyad to be classified as peaceful, there needs to be sufficient interactions 
among the dyad members to judge whether the interactions are hostile, peace-
ful, or somewhere in between. In conflict research “politically relevant dyads” 
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typically identify this group; because members of politically relevant dyads 
are geographically proximate or include at least one major state, they have (in 
theory) a greater ability and desire to fight one another. This sample works well 
in conflict studies, for it identifies dyads with a high potential for fighting. It fares 
worse, however, when studying peace. Sufficient “nonmilitary” interaction might 
occur among noncontiguous, nonmajor states (e.g., Poland-Estonia after 2004). 
Dyads with a “potential for peace” therefore differ, at least partially, from those 
with a potential for war.

Accordingly we require a broader conceptualization of the dyads in which 
peace is possible. To identify these pairs, we track numerous factors: major state 
status, contiguity, militarized encounters, colonial relationships, and common 
membership in security and economic institutions. Each indicates significant 
government-to-government ties (Goertz, Diehl, and Balas 2016; Diehl, Goertz, 
and Gallegos 2019), and together they move us beyond the potential for milita-
rized encounters as the defining feature of interstate interactions.

Applying this conceptualization yields a unique, limited set of cases: dyadic 
interstate relationships (n = 2,631 during the period 1900–2015). Through study-
ing the interactions within these relationships, one can evaluate whether a given 
relationship is hostile, harmonious, or somewhere in between at any moment in 
time. Indeed, Goertz, Diehl, and Balas (2016) categorize all interstate relation-
ships along a five-point continuum—a “peace scale”—that runs from extremely 
hostile (i.e., rivalries; see also chapter 5) to highly integrated and friendly (i.e., 
security communities (see also Davenport, Melander, and Regan 2018; Diehl, 
Goertz, and Gallegos 2019). That continuum appears in Figure 10.1, and a 
 relationship’s precise placement along it depends broadly on myriad consider-
ations: violent interactions, the issues under dispute (and how states handle these 
issues), communication and transnational ties, diplomacy, and areas and degrees 
of cooperation, among others.

Scholars and policymakers have given the hostile (or rivalry) side of the contin-
uum a tremendous amount of attention (for overviews, see Dreyer and Thompson 
2011; Diehl and Goertz 2012). Severe rivalries exist when the involved states 
perceive one another as threats, enemies, and competitors (e.g., India-Pakistan 
1947–present; see Colaresi, Rasler, and Thompson 2007). Unresolved salient 
issues drive such sentiments, thereby encouraging the rivals to pursue their issues 

Figure 10.1. Interstate Relationships and Key Transition Points.
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via frequent and intense violent episodes. These episodes fail to resolve the issues 
with finality, recur, and therefore build a hostile history of interaction. Rivals 
eventually expect that violent interactions over the disputed issues will continue 
for the near future. In response, they plan their foreign policy around confronting 
the rival—a step that institutionalizes, or “locks in,” the rivalry for an extended 
period, making it subsequently more difficult to escape.

Lesser rivalries exhibit traits similar to but less extreme than those of severe 
rivalries (e.g., Colombia-Venezuela during the period 1841–1982). The hallmarks 
of rivalry (i.e., threat, enmity, and competition) linger, along with unresolved 
issues. These characteristics fuel violence and diplomatic hostility, yet lesser 
rivalries differentiate themselves from severe rivalries in the frequency and inten-
sity of this hostility. They present fewer and less severe violent interactions, with 
many crises handled nonviolently.

Violent episodes disappear almost entirely within negative peace relationships 
(see also, inter alia, Bayer 2010; Kupchan 2010).3 Dyads at negative peace pos-
sess a number of characteristics. They might maintain war plans or issue state-
ments that suggest conflict remains possible; despite such possibilities, however, 
they almost never threaten or fight one another militarily (i.e., they experience 
few militarized interstate disputes [MIDs]). This occurs because they have largely 
resolved their major disputed issues, leaving only unresolved issues of low 
salience. Moreover, states at negative peace recognize one another diplomati-
cally, communicate officially with one another, and engage in peace negotiations 
with one another—perhaps even signing peace agreements. At negative peace, 
then, states are neither close friends nor bitter enemies (e.g., Egypt-Israel in the 
period after 1989), a description that matches the majority of dyadic relationships 
in the world at any given time (see Table 10.1).

Moving further right along the relationship continuum in Figure 10.1 pushes 
states into “positive peace.” Dyadic relationships clear a high bar to qualify for 
such a categorization. Extensive military cooperation (e.g., alliances) and private 
economic ties (e.g., trade) alone are insufficient. Common alliance members 
(e.g., Turkey and Greece within the North Atlantic Treaty Organization) and trade 
partners can be extremely hostile toward one another, even if they share some 
security or economic interests. The United States and China, for example, trade 
extensively with one another but remain fierce military and political competitors. 
What then distinguishes the dyads at positive peace from other dyads that merely 
cooperate? The key characteristics include mechanisms for—and expectations of 
using—peaceful conflict management to address disputes, as well as the under-
standing that military force for such a purpose would be “unthinkable” (i.e., has 
a zero probability). Beyond this, dyads in positive peace relationships coordinate 
and integrate government policies more deeply across a range of issue areas. They 
build institutions to assist with conflict management, develop greater functional 
interdependence, and remain satisfied with the status quo vis-à-vis one another.

Two relationships lie underneath the broader “positive peace” label: warm 
peace and security communities. The latter constitute the most peaceful relation-
ship type. They might manifest conceptually when two distinct political entities 
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merge; in practice, though, states within secure communities retain substantial 
sovereign independence (e.g., dyadic relations among European Union [EU] 
members). This independence, however, exists alongside intense policy coordina-
tion and harmonization. Extensive communication links, transaction flows (e.g., 
in people and goods), and security interests tie security community members 
together (Deutsch, Burrell, and Kann 1957). The mutual benefits that result can 
then create shared values and identities, and render war an unthinkable mecha-
nism for addressing disagreements that arise.

As with the severe/lesser rivalry distinction, warm peace relationships display 
characteristics similar to security communities, leading the two categories to 
differ more in degree than in kind. The greatest difference concerns the level of 
policy integration and harmonization. The United States (US)–United Kingdom 
(UK) relationship (1941–present) offers an example. While a member of the 
EU (1992–2020), the UK held security community relationships with the other 
EU members. In contrast, the US-UK relationship—although peaceful, positive, 

Table 10.1. Peace in the International System, 1945–2015

Peace Scale Level

Period
Severe 
Rivalry

Lesser 
Rivalry

Negative 
Peace

Warm 
Peace

Security 
Community

Total 
Relationships

1900 9% 7% 84% 0% 0% 1,095
1905 9% 7% 84% 0% 0% 1,164
1910 10% 8% 82% 0% 0% 1,194
1915 11% 12% 77% 0% 0% 1,387
1920 6% 8% 85% 1% 0% 1,800
1925 5% 6% 89% 1% 0% 1,835
1930 4% 5% 90% 1% 0% 1,867
1935 6% 6% 88% 1% 0% 1,895
1940 9% 11% 79% 1% 0% 1,580
1945 8% 9% 79% 5% 0% 1,600
1950 10% 9% 70% 9% 1% 1,902
1955 10% 11% 67% 10% 3% 2,193
1960 10% 8% 72% 7% 2% 2,984
1965 10% 8% 75% 6% 2% 3,384
1970 9% 6% 76% 7% 2% 3,705
1975 8% 5% 77% 8% 1% 4,449
1980 7% 6% 74% 12% 1% 4,989
1985 6% 5% 73% 14% 1% 5,404
1990 5% 3% 77% 10% 5% 6,082
1995 4% 2% 80% 6% 7% 7,754
2000 3% 2% 81% 6% 9% 8,830
2005 1% 2% 75% 5% 17% 10,292
2010 1% 2% 74% 5% 18% 10,579
2015 1% 2% 74% 5% 18% 2,128

Notes: A row entry begins a five-year period (e.g., 2010 covers 2010–2014). The final row covers only 
one year because the data set ends.

Source: Diehl, Goertz, and Gallegos 2019, 9.
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and close—never achieved the deep policy integration and harmonization that 
defined EU membership. It therefore qualifies as a warm peace relationship.

At any moment in time, a dyad’s relationship falls into one of the five catego-
ries just outlined. Nevertheless, dyadic relationships also change over time. We 
focus on two such changes—or transitions—in this chapter. The first involves a 
shift from either rivalry level (i.e., severe or lesser) to the continuum’s midpoint 
(i.e., negative peace). The second concerns a shift from that midpoint to either 
positive peace level (i.e., warm peace or security community). In both cases we 
explore the conditions that promote the expansion of more peaceful relationships 
in the international system.

INCREASING PEACE IN THE INTERNATIONAL SYSTEM

Before evaluating how and why interstate peace expands in the international sys-
tem, we first document that trend. Table 10.1 describes how the distribution of 
interstate, dyadic relationships across the peace scale changes over time (Diehl, 
Goertz, and Gallegos 2019). Negative peace relationships are consistently more 
common than the alternatives—nearly 67–90 percent of dyadic relationships 
fall within this category at any given time.4 Most relevant for our purposes, the 
overall distribution of relationships changes markedly over time. Rivalries—both 
lesser and severe—peak at about 25 percent of dyadic relationships in the early 
twentieth century, but constitute only 3 percent of such relationships by 2015. 
Where do these relationships go? Rivals typically resolve their outstanding, dis-
puted issues and transform their relationship—often moving (next) to negative 
peace (e.g., Mozambique-South Africa).5

At the other end of the continuum we see an increase in warm peace and secu-
rity community relationships over time. These manifestations of positive peace 
were largely unknown before 1920 and generally rare through 1950. Thereafter 
they jumped dramatically upward, a trend that continues into the twenty-first 
century. The EU’s eastward expansion drives much of this trend, creating new 
relationships and transforming others (e.g., from negative to positive peace) as 
new members join.

The year-to-year probability that a given interstate relationship shifts from 
one category to another on the peace scale is low. Nevertheless, we observe 
more than seven hundred such transitions in the data over two centuries, most 
commonly between adjacent categories along the peace scale (Diehl, Goertz, 
and Gallegos 2019). Roughly 70 percent of the transitions move dyads in a 
more peaceful direction, but some differences exist over time. Prior to 1945 
relationships transition equally toward and away from greater peace. After 
1945, however, the system marches steadily—with few perturbations—
toward more peaceful relationships. Shifts from rivalry (i.e., severe or lesser) 
to negative peace (e.g., Uganda-Kenya) explain much of this trend, yet many 
other factors reinforce it. Once reaching positive peace, for example, rever-
sals toward less peaceful relationships rarely occur (e.g., see members of the 
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Council for Mutual Economic Assistance [COMECON] after the Cold War 
ends). Many new dyadic interstate relationships that form after World War II 
similarly qualify as positive peace relationships (e.g., EU expansions)—yet 
another indicator of peace expanding throughout the international system. 
Collectively, then, the international system trends toward greater levels 
of peace, even with some backsliding (see Israel-Iran; Diehl, Goertz, and 
Gallegos 2019).

SCHOLARLY WORKS ON TRANSITIONS TO PEACE

What accounts for the changes in dyadic relationships that produce the systemic 
trend toward greater peace? How do dyadic relationships transition from less 
to more peaceful? The answers require us to consider two separate transitions: 
rivalry to negative peace and negative peace to positive peace. Existing research 
addresses these transitions separately, both theoretically and empirically.

Transitions from Rivalry to Negative Peace

One way, albeit indirect, to consider transitions from rivalry to negative peace is 
to explore how rivalries end. In theory a rivalry might transition to either negative 
or positive peace when it ends (see Figure 10.1). In practice, however, rivalry ter-
mination leads most immediately to negative peace (e.g., Israel-Egypt after Camp 
David; see Diehl, Goertz, and Gallegos 2019). A subsequent transition might 
then take the dyad from negative to positive peace (e.g., France-Germany), but 
only through several intermediate steps. Thus, even though research on rivalry 
termination does not specify the type of relationship that former rivals develop, 
we can generally infer that they move to negative peace after their rivalry ends. 
As a result, research on rivalry termination sheds light on transitions from rivalry 
to negative peace.

A substantial body of research examines how rivalries end. Many of its argu-
ments propose that significant political events, or “shocks,” facilitate rivalry 
termination. The punctuated equilibrium model that Diehl and Goertz (2000) 
advance, for example, posits that shocks disrupt rivals’ established patterns of 
hostile interaction (see also Cornwell and Colaresi 2002). Some of these shocks 
originate at the system level (e.g., wars or a major shift in power distribu-
tion; Diehl and Goertz 2000), change the security environment, and prompt a 
response (e.g., a new alliance, sometimes even with an old rival). Other shocks 
occur within a rival state. Civil wars, for example, encourage states to terminate 
a rivalry in order to deal with more pressing, internal problems, while regime 
change potentially alters governments’ policy preferences, thereby expanding the 
opportunities available for ending a rivalry. Any major political event that affects 
states’ perceptions of external or internal threat, or that influences states’ capabili-
ties, thus could cause rivalries to end (see also Rasler, Thompson, and Ganguly 
2013). The magnitude of the event required to end a given rivalry will depend 
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on how entrenched the rivalry’s dynamics and expectations are. Nevertheless, 
shocks will be (near) necessary—but not sufficient (i.e., they could instead rein-
force a rivalry)—conditions for rivalry termination (see also chapter 5).

Rivalries also end when the involved states can no longer sustain them. Rival 
states orient their foreign policy to confront their counterpart—a salient threat, 
enemy, and competitor. Too many rivalries distract foreign policy attention and 
drain state resources. Indeed, Cox (2010) argues that multiple rivalries cause 
domestic policy failures, as states divert resources from domestic to foreign 
policy needs. At some point, which varies with the state’s available resources, a 
state enters a “strategic predicament,” in which it reevaluates its various enemies 
(see Kupchan 2010). It might then end one rivalry in order to pursue another—
perhaps new—one (Bennett 1996; Fravel 2008).

The existence of multiple rivalries, however, does not necessarily lead a state 
to end all its rivalries; states strategically decide which rivals to continue pursu-
ing, which to accommodate, and which to end. A state facing several rivalry 
threats is more likely to moderate or end its competition with rivals that have 
strong economic connections to others in its broader network; in contrast, a 
threatened state maintains its competition more often with a rival allied to its 
other rivals. Major powers and regime type (i.e., democracy) alter these general 
behaviors somewhat, producing more accommodation than would otherwise 
occur (Akcinaroglu and Radziszewski 2017; see also Akcinaroglu, Radziszewski, 
and Diehl 2014).

A third international factor concerns borders. “Unstable borders” fuel many 
rivalries (Rider and Owsiak 2015). Resolving interstate borders—or territorial 
disputes more broadly—removes this fuel, lessening hostility and fostering 
rivalry termination in the process, especially in contiguous dyads (Owsiak and 
Rider 2013). Owsiak, Diehl, and Goertz (2017) find direct support for this logic. 
When neighboring states fully delimit their mutual border, the likelihood that the 
dyad transitions from rivalry to negative peace rises, while the threat of back-
sliding from negative peace to rivalry falls. Civil war, however, undercuts the 
stability and predictability that border delimitation brings. Activities associated 
with civil war breed border instability and unpredictability: cross-border rebel 
movements, military support, and refugee flows. As a result dyads without civil 
war have greater border stability; this stability in turn increases the odds of a dyad 
being at negative peace and prevents it from sliding into rivalry.

Alongside international factors, domestic factors also promote rivalry termi-
nation. As noted earlier in this chapter, Cox (2010) interprets domestic policy 
failure as a primary instigator of the rivalry termination process. Policy failures 
cause preferences to change, which potentially expand the terms that the involved 
governments prefer to continuing a rivalry. If preference change has such an 
effect, however, then any significant domestic preference change will create an 
opening for rivalry termination. When do these preference changes arise? The 
most obvious moments involve regime change or a new government coming to 
power. Not all such moments will do, though. If one hawkish leader replaces 
another, the effect on rivalry will be minimal (Vasquez 1993, 2009). Thus states 
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need a leader more willing to make concessions to and reach compromises with 
an “enemy” (i.e., a more “moderate” or “dovish” one). The best way to capture 
this dynamic might be when a government’s support coalition shifts signifi-
cantly—something that happens more frequently when regimes or governments 
change (Rasler, Thompson, and Ganguly 2013).

The scattered individual effects discussed so far might fit within a broader, 
more coherent argument.6 Goertz, Diehl, and Balas (2016), for example, integrate 
many of them and supply more precise information on where relationships move 
after rivalry (e.g., negative or positive peace). Their study primarily examines 
trends in the international system (as the unit of analysis), but what it theorizes 
and empirically confirms applies to individual dyadic relationships as well. It 
argues that the issues over which states fight have shifted markedly over time, 
with drastic consequences for international peace. By 1945 states had sidelined 
the most salient, violence-prone issues on their foreign policy agenda, territorial 
disputes (Vasquez 2009; see also chapter 1), largely through the development of 
four interrelated norms. The first and broadest norm outlawed gaining territory 
through conquest (i.e., military force; see also Hathaway and Shapiro 2017). The 
remaining norms then managed the creation of new territorial entities. A norm 
against secession prevented the fragmentation of existing states, without the 
mutual consent of both the rump and newly emerging states. The decoloniza-
tion norm similarly dictated that colonies gain independence through a peaceful 
transfer of power from parent to colonial state. Finally, the uti possidetis norm 
prevented any new states from widely contesting the (“existing”) placement of 
territorial borders; it encouraged new states instead to adopt existing administra-
tive borders as international boundaries.

Despite these norms, states advance(d) competing territorial claims over large 
tracts of land (e.g., see Frederick, Hensel, and Macaulay 2017). The system 
demanded, however, that they handle these claims differently than in the past. 
Military force would no longer be permissible as a conflict management tool 
(see also Schenoni et al. 2020); states had to employ nonviolent tools. Indeed, 
Goertz, Diehl, and Balas (2016) chronicle an upsurge in mediation, arbitration, 
and adjudication, particularly after 1990—largely concentrated within rivalries.

These various developments altered international relationship patterns in two 
ways. First, they prevented new rivalries from forming. Territorial conflict sits at 
the heart of many rivalry competitions (Rasler and Thompson 2006; Rider and 
Owsiak 2015). It is a highly salient issue, one over which states disproportion-
ately resort to violence. Among neighbors with relatively equal power, this leads 
to cycles of fighting and stalemate; hostility builds and fighting recurs while 
the issue remains unresolved. Feelings of threat, enmity, and competition then 
form (i.e., rivalry) as states perceive a threat to their authority for the foresee-
able future. Interrupting the cycle of violence, stalemate, hostility, and percep-
tion formation causes the probability of rivalry formation to fall. International 
norms facilitated such an interruption after 1945, discouraging states both from 
reopening previously settled territorial questions (Owsiak 2012) and from using 
violence to address any unresolved territorial disagreements.7
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At the same time, the norms helped existing rivalries end. If territorial disputes 
fuel many rivalries, then removing—or controlling—these disputes promised to 
destroy rivalries’ raison d’etre. The norms supplied the recommended means (e.g., 
mediation, arbitration, or adjudication) and ends (e.g., settlement terms through 
focal points) for resolving many territorial disputes. Moreover, they reduced open 
hostility generally (e.g., suppressing violence), thereby raising the odds that any 
peaceful conflict management among “enemies” would succeed. In this way terri-
torial norms pushed relationships in the system toward negative peace. The decline 
of war and the rise of peace therefore go together, but not because of pure causal 
symmetry. A third factor, international norms, drove both trends.

Studies of rivalry termination say little about relationship transitions directly, 
for they miss half the equation (i.e., what post-rivalry relationships look like). 
Nevertheless, because we can infer that rivals move to negative peace when 
rivalry ends, we gain insight from this research into the transitions that interest 
us here. Border stability, as well as various international and domestic shocks, 
often encourage relationships to transition from rivalry to negative peace. As the 
persistence of rivalries underscores, however, these factors are not sufficient to 
end rivalries. They also cannot explain transitions to positive peace. That requires 
a different set of factors.

Transitions from Negative to Positive Peace

A less voluminous body of research addresses transitions to positive peace. The 
research discussed so far does not apply well to these transitions, which involve 
a different process than rivalry termination. To end rivalries, states must resolve 
issues of contention (Owsiak and Rider 2013). Moving from negative to positive 
peace, in contrast, requires a series of affirmative, cooperative actions. Involved 
states go beyond merely “not fighting” to working together.8

Goertz, Diehl, and Balas (2016) indicate that negative peace is probably a 
prerequisite for any (subsequent) movement to positive peace—that is, interstate 
relationships rarely jump from rivalry to positive peace directly. An explanation 
for shifts to negative peace will therefore only create the permissive conditions 
for subsequent positive peace transitions. Nevertheless, Goertz, Diehl, and Balas 
suggest how the latter might unfold. They speculate, for instance, that geo-
graphic proximity could be a necessary condition for positive peace relationships 
to develop. Neighbors interact more with one another—positively and nega-
tively—on myriad dimensions, creating greater opportunity for collaboration and 
conflict. Geographic proximity also brings common problems that might be best 
addressed through coordination and cooperative institutions.

Strong and legitimate institutions—both domestic and international—offer a 
second condition. At the domestic level, Goertz, Diehl, and Balas (2016) propose 
that positive peace results not from any democracy, but rather from high-quality 
democracy. The latter meets the “minimum standard” for democracy (e.g., elec-
tions), but also scores highly on multiple dimensions of democratic characteristics 
(e.g., political participation, transparency, and rule of law, among others). Diehl, 
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Goertz, and Gallegos (2019) extend this logic further, arguing that high-quality 
negative peace might be most conducive to positive peace transitions. High-quality 
negative peace incorporates high-quality democracy and adds institutionalized 
mechanisms for resolving disputes, making the probability for war (or rivalry) 
extremely low. Because border settlement (Gibler 2012; Gibler and Owsiak 2018; 
see also chapter 9) and capitalist economic development may be a precursor to 
high-quality democracy (Mousseau 2013; see also chapter 8), these factors also 
could contribute to the foundations necessary for positive peace relationships.

At the international level positive peace often grows through strong institutions 
and organizations, most notably regional economic institutions (REIs) (e.g., the 
EU or the North American Free Trade Agreement [NAFTA] and its successor). 
Institutions formalize their members’ commitment to coordinate interactions—a 
key characteristic of positive peace—and, over time, even cause member inter-
ests to converge (Bearce and Bondanella 2007). They typically do this across a 
wide range of issues (e.g., trade, communication, and other policies), providing 
extensive rather than isolated cooperation that deepens over time. Cooperation 
consequently expands beyond the members’ original integration, thereby creating 
the potential to transform warm peace relationships into security communities.9

Kupchan (2010) provides an alternative story, one that theorizes the transfor-
mation of interstate relationships from one end of the peace scale to the other 
in a series of steps. A “strategic predicament”—a state being confronted with 
multiple rivalries—motivates the first step: a reconciliation with, conciliatory 
gesture toward, or concession offered to an enemy (i.e., “unilateral accommoda-
tion”). A positive response from the enemy (i.e., “reciprocal restraint”) toward 
these overtures might next set a cooperative “tit-for-tat” sequence in motion. At 
this second step diplomacy takes over. Any disputes resolve peacefully without 
jeopardizing overall relations (i.e., similar to negative peace), and a series of dip-
lomatic gestures and actions (often over many years) reinforce the march toward 
more peaceful relations.

The process shifts from diplomats to the public in the third step. Here coop-
eration extends to various political, economic, and social realms (i.e., “societal 
integration”). These cooperative actions increase in depth and number until 
“warm peace” develops. Finally, the fourth step brings attitudinal change, in 
which people within the former rival states come to view one another as friends 
rather than enemies (i.e., the “generation of new narratives and identities”). This 
mirrors the central characteristic of a security community.

In the end transitions to positive peace remain understudied. Some analysts 
speculate about these transitions (Goertz, Diehl, and Balas 2016), whereas oth-
ers confine their analysis to a few case studies in which relationships transition 
across the entire peace scale in multiple steps (Kupchan 2010). Because rela-
tionships rarely pass from one end of the peace scale to the other, however, the 
generalizability of any case study research remains potentially limited. Most 
relationships that transition to positive peace involve pairs of states at negative 
peace with no history of rivalry. We consequently know less about positive peace 
transitions than about how rivalries end.
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TOWARD A SYNTHESIS AND SORTING OUT  
DIFFERENT CLAIMS

Which factors are associated with transitions toward more peaceful relationships? 
In the sections that follow we undertake a preliminary examination of peaceful 
transitions during the period 1946–2015 to investigate this question (n = 248)—
with a focus on transitions both from rivalry (i.e., either severe or lesser) to nega-
tive peace (n = 164) and negative peace to positive peace (i.e., either warm peace 
or security community) (n = 84; see thresholds in Figure 10.1).

Research offers limited guidance about the factors that theoretically affect the 
peaceful transitions we study here. Nevertheless, we derive three sets of potential 
factors from it, related to border stability (e.g., settled borders or the absence of 
civil war), international cooperation (e.g., shared membership in a regional eco-
nomic institution), and domestic politics (e.g., democracy or changes in a leader’s 
support coalition). To these we add various realpolitik concerns that scholars 
typically associate with conflict and its escalation (e.g., recent wars, power  
[a]symmetry, and power shifts). We suspect that peace and war involve different 
processes (Diehl 2016), making a causal symmetry assumption untenable. An 
empirical test needs to (in)validate that suspicion, though, and including realist 
factors allows us to learn whether they can account for transitions to peace. The 
specific variables we include in our analyses appear in Table 10.2. Variables all 
accept a value of (1) if present or (0) if absent.

We conduct two distinct analyses. A static analysis, what Goertz (2017) calls 
an “absolute test,” first presents the percentage of cases in which each individual 
variable is temporally proximate at the time of a transition. Based on the initial 
results, we examine each relationship transition to determine the combinations of 
variables that exist most frequently at transition points. Because not all combina-
tions appear frequently, we present only the most common combinations (see 
Table 10.4). We stratify each of the two analyses according to the type of transi-
tion—to negative and positive peace, respectively—as these likely involve differ-
ent processes and factors.

EMPIRICAL PATTERNS

The first set of analyses—presented in Table 10.3—considers a variety of individ-
ual conditions associated with peaceful transitions. We begin our discussion with 
transitions from rivalry to negative peace (first column, Table 10.3). Two main fac-
tors stand out. First, stable borders matter significantly for transitions to negative 
peace—more so than any other factor. More than 87 percent of dyadic relation-
ships that transition out of rivalry do so after the dyad members have settled (i.e., 
fully delimited) their borders. Noncontiguous dyads share no common borders, 
of course, so settled borders only affect transitions within contiguous-dyad rela-
tionships (75 of 164 transitions; see denominators in Table 10.3). Nevertheless 
border stability is an important factor that carries across both contiguous and 
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Table 10.2. Factors Affecting Peaceful Transitions

Category Variable Operationalization
Lag (in 
Years)

Data
Source

Borders Settled borders The dyad has fully 
delimited its borders.

1 Owsiak (2012)

Absence of 
civil war

No dyad member 
experiences a civil war.

10 Gleditsch et 
al. (2002); 
Pettersson, 
Hogbladh, and 
Oberg (2019)

Cooperative 
International

Dyad 
contiguous 
to another 
positive peace 
relationship

At least one dyad member 
is land contiguous to 
another state in a positive 
peace relationship.

1 Diehl, Goertz, 
and Gallegos 
(2019)

Shared 
membership 
in regional 
economic 
institution

The dyad members both 
belong to the same 
regional economic 
institution.

0 Diehl, Goertz, 
and Gallegos 
(2019)

Domestic Joint 
democracy

Both dyad members score 
6 or higher on the Polity 
Autocracy-Democracy 
Index.

1 Marshall and 
Jaggers (2019)

Change in 
leader support

The government in at least 
one dyad member state 
experiences a shift in its 
supporting coalition.

10 Mattes, Leeds, 
and Matsumura 
(2016)

Realist Interstate war Dyad members go to war. 10 Sarkees and 
Wayman 
(2010)

Power parity The ratio of the stronger 
to the weaker state’s 
capabilities is less than 
1.5:1.

1 Singer (1987)

Shift to power 
asymmetry

The dyad shifts from power 
parity to non-parity.

10 Singer (1987)

Shift to power 
symmetry

The dyad shifts from power 
non-parity to parity.

10 Singer (1987)

Outside rivalry 
added

At least one state gains 
a rivalry relationship 
(excluding the dyad in 
question).

10 Diehl, Goertz, 
and Gallegos 
(2019)

Outside rivalry 
ended

At least one state loses 
a rivalry relationship 
(excluding the dyad in 
question).

10 Diehl, Goertz, 
and Gallegos 
(2019)

Notes: We lag the variables to establish causal order. A lag will not be appropriate for the regional 
economic institution variable, as states often join such institutions coterminous with or following a 
relationship transition.
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Table 10.3. Dyadic Characteristics at Relationship Transition, 1946–2015

Transition from Rivalry  
to Negative Peace

Transition from Negative 
Peace to Positive Peace

Border Stability
Settled borders
(contiguous dyads)

87.67%
(62/75)

90.00%
(36/40)

Absence of civil war 54.88%
(90/164)

97.62%
(82/84)

Cooperative International
Dyad contiguous to another 
positive peace relationship

50.00%
(82/164)

85.71%
(72/84)

Shared membership in regional 
economic institution

23.17%
(38/164)

86.90%
(73/84)

Domestic
Joint democracy 9.56%

(13/136)
83.11%
(64/77)

Change in leader support 68.15%
(107/157)

87.34%
(69/79)

Realist
Interstate war 4.38%

(7/160)
0.00%
(0/79)

Power parity 13.66%
(22/161)

11.39%
(9/79)

Shift to power asymmetry 9.94%
(16/161)

7.59%
(6/79)

Shift to power symmetry 11.80%
(19/161)

6.33%
(5/79)

Outside rivalry added 38.41%
(63/164)

15.48%
(13/84)

Outside rivalry ended 53.66%
(88/164)

33.33%
(28/84)

Total number of transitions 164 84

Notes: Variation occurs in the denominators because of differences in the variables’ temporal domains.

noncontiguous dyads: civil war. Earlier we argued that civil war has deleterious 
consequences for regional stability and relations, particularly among neighbors 
(see also Owsiak, Diehl, and Goertz 2017). Roughly 55 percent of transitions out 
of rivalry occur in dyads that have no civil war during the ten years prior to the 
transition. Rivals need borders to stabilize for (negative) peace to follow.

Second, changes in leadership support coalitions appear in the ten years prior 
to 68 percent of transitions from rivalry to negative peace. All governments 
respond to the policy preferences of their key supporters. When these prefer-
ences shift (e.g., the group of supporters changes significantly, occasionally 
bringing a new leader to power) the government policy more likely changes too. 
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Opportunities for concessions or policy moderation—even to enemies—then 
may open. Haiti offers an illustration. It experienced numerous leadership coali-
tion changes during 1991–2004, a period in which it had a (lesser) rivalry with the 
United States. After President Aristide left office in 2004, however, the govern-
ment’s support coalition changed again and the relationship moved to negative 
peace. Other relationships frequently follow a similar pattern. Leadership support 
coalition changes, however, will not be sufficient for relationship transitions; 
some coalition changes do not transform relationships. Nevertheless, support 
coalition changes create an opportunity for states to redefine their relationships.

A congruent theme emerges in transitions to positive peace (see second col-
umn, Table 10.3). Stable borders retain their importance. In relationships that 
make such transitions, 90 percent have settled borders prior to the transition—a 
figure similar to the one associated with transitions from rivalry to negative 
peace. In addition, whereas 55 percent of transitions out of rivalry occur in dyads 
that have no civil war during the ten years prior to the transition, more than 97 
percent of transitions from negative to positive peace include this condition. 
The absence of civil war implies greater government stability and strength, a 
characteristic that permits states to work toward improved relations and greater 
integration with others (i.e., focus outward).

At the international level, nearly 86 percent of dyads share membership in a 
regional economic institution (e.g., the EU) at the time of transition. Roughly as 
many dyads (87 percent) have at least one member contiguous to another positive 
peace relationship when their relationship transitions to positive peace. These two 
traits often work in tandem. States typically institutionalize cooperative commit-
ments through regional organizations. As the organizations succeed, they then 
expand membership—usually via geographic contiguity—to nearby neighbors. 
Positive peace therefore clusters and spreads (Goertz, Diehl, and Balas 2016).

A similar dynamic affects domestic institutions. Approximately 87 percent of 
all transitions from negative to positive peace occur when one of the involved 
states has a change in leadership coalition during the ten years preceding the 
transition. As the coalition supporting a government changes, opportunities for 
redefining interstate relations open as well. These changes often occur when 
new governments come to power—more common in democratic states. Not 
surprisingly, then, in addition to support coalition changes generally, more than 
83 percent of dyads that transition from negative to positive peace relationships 
contain two democratic states.10 Why would (joint) democracy matter more at 
this phase, as opposed to the transitions from rivalry to negative peace? Most 
notably, democracies tend not to be rivals with one another. Exceptions exist 
(e.g., Greece-Turkey 1975–1979, 1983–2013), but most often for short spells, 
in which rivalry and joint democracy overlap. After that either the rivalry ends 
or a reversal away from democracy in one of the states occurs. Joint democracy 
therefore promotes peace once a relationship achieves negative peace—perhaps 
after borders settle (Gibler and Owsiak 2018; Owsiak and Vasquez 2019). In 
addition, prominent institutions encourage both democracy and positive peace, 
usually with the former preceding the latter. The EU, for example, requires new 
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members to obtain a minimum level of democracy before admission. This causes 
democracy to cluster and spread alongside positive peace.

Regardless of which transition we consider, Table 10.3 also shows that realist 
variables perform poorly—a sign that the assumption of causal symmetry does 
not hold (i.e., the causes of conflict and peace are not two sides of the same coin). 
Interstate wars, power parity, and shifts to greater power (a)symmetry coincide 
with few transitions, either to negative or positive peace (i.e., less than 10 percent 
of cases each). Shifts in rivalry portfolios perform somewhat better, particularly 
with regard to transitions from rivalry to negative peace. At least one dyad mem-
ber gains a rivalry in the ten years prior to 38 percent of such transitions (e.g., the 
United States’ relationship with Iraq improved in 1984, after the United States 
developed a rivalry with Iran in 1979), while at least one dyad member loses a 
rivalry in the ten years prior to 54 percent of such transitions (e.g., Argentina 
moved its relationships with Brazil and Chile to negative peace in 1980 and 1984, 
respectively). These figures halve when we consider transitions from negative to 
positive peace instead (i.e., 15 percent and 33 percent, respectively). Regardless, 
we find some support for a central argument in the research on rivalry termina-
tion: changes in a rivalry portfolio often encourage states to reorient their foreign 
policy, which includes ending ongoing rivalries.

COMBINATION PATTERNS

In the second analysis we consider the combinations of characteristics that 
coincide most frequently with relationship transitions, rather than individual 
characteristics alone. In doing so, we emphasize the strongest factors uncovered 
in the previous analysis: border settlement, the absence of civil war, a change in 
a leader’s support coalition, joint democracy, and a change in rivalry portfolios. 
We do not include shared membership in regional economic institutions (REIs) 
or contiguity in the list for theoretical and empirical reasons. States often join 
REIs coterminous with or after a relationship transition to positive peace, making 
it difficult to ascertain how they might integrate into a causal story of relation-
ship transitions. Contiguity to a positive peace relationship, in contrast, largely 
results empirically from EU expansion. Although they produce strong effects 
(Table 10.3), we therefore set these latter two factors aside.11

Table 10.4 reports the five strongest combinations for each transition type. The 
data suggest two main findings. First, the combinations that coincide with transi-
tions to negative peace are weaker than those that coincide with transitions from 
negative to positive peace. The “best-performing” combination—settled borders 
and a change in leader support (e.g., Chile-Argentina in 1984; see also Schenoni 
et al. 2020)—accounts for only 50 percent of transitions out of rivalry. This might 
occur because no single, predominant pathway from rivalry to negative peace 
exists. Rivals form disputes over many issues, and link myriad issues together 
as the rivalry develops (Vasquez 2009; Dreyer and Thompson 2011). Escaping 
hostile rivalry relationships may therefore vary widely as well.
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Second, our combinations not only account for more transitions from nega-
tive to positive peace but also approximate a singular transition path. The top 
five combinations each account for more than 80 percent of transitions to 
positive peace.12 The absence of civil war, for example, appears in four of the 
five most common combinations that accompany such transitions. A change in 
leadership support coalition and settled borders each similarly feature in three 
of the top five combinations. Variation consequently exists across the combi-
nations but is less than what we observe in the combinations that accompany 
transitions out of rivalry. This implies that fewer pathways carry states from 
negative to positive peace.

ALTERNATIVE PATHS TO PEACE

Although we focus on relationship movement along the peace scale continuum, 
this is not the only way for states to develop positive peace relationships. In 368 
cases a dyad with no prior relationship began its relationship at positive peace 
(e.g., East Germany-Romania after World War II, or Slovakia with numerous 
states after joining the EU). These relationships experienced no “transition” per 
se; rather, positive peace resulted from a different process.

Table 10.4. Most Common Factor Combinations at Relationship Transitions, 1946–2015

Transition from Rivalry to Negative Peace Frequency(in %)

Settled borders and change in leader support 56.00%
(42/75)

Settled borders and absence of civil war 42.67%
(32/75)

Change in leader support and outside rivalry ended 39.49%
(62/157)

Settled borders and decrease in rivalry ended 34.67%
(26/75)

Absence of civil war and change in leader support 34.39%
(54/157)

Transition from Negative Peace to Positive Peace Frequency(in %)

Settled borders and absence of civil war 90.00%
(36/40)

Absence of civil war and change in leader support 87.34%
(69/79)

Absence of civil war and joint democracy 83.11%
(64/77)

Settled borders and absence of civil war and change  
in leader support

80.00%
(32/40)

Settled borders and change in leader support 80.00%
(32/40)

Notes: Variation in the denominators occurs because of differences in the variables’ temporal domains.
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An examination of these cases reveals similar characteristics to those we 
identify in positive peace relationship transitions: settled borders, the absence of 
civil wars, and changes in leadership support coalitions. In addition, at the time 
the relationship forms members of these dyads nearly always (97 percent) share 
membership in an REI and overwhelmingly (90 percent) have at least one con-
tiguous neighbor already in a positive peace relationship. This suggests that posi-
tive peace spills over into additional relationships, facilitated through geographic 
proximity and key institutions—as the EU illustrates best.

CONCLUSION AND FUTURE RESEARCH DIRECTIONS

Is peace expanding in the international system? If so, how and why? In this chapter 
we first documented aggregate trends in the distribution of dyadic interstate rela-
tionships. These have become less hostile (i.e., rivalries decline) and more peace-
ful—with a notable rise in the number of positive peace  relationships. We reviewed 
existing studies to find an explanation, but research remains less developed here 
than on the causes of war. As a result we supplemented our review with exploratory 
analyses to determine the factors most associated with dyadic relationship transi-
tions toward greater peace. Our analysis uncovered numerous findings:

• Peaceful transitions share a number of characteristics—most notably, stable 
borders and changes in leadership support coalitions.

• Border stability is a near necessary condition for peaceful transitions, particu-
larly among neighboring states. To the extent that states pass through negative 
to positive peace, these factors may also increase the likelihood that a dyad’s 
relationship qualifies as a candidate for (a subsequent) transition to positive 
peace.

• The characteristics associated with transitions from rivalry to negative peace 
differ from those associated with transitions from negative to positive peace—
particularly those related to international cooperation and domestic institu-
tions.

• Factor combinations do not produce a single, unique transition path from ri-
valry to negative peace. They do, however, imply that fewer paths carry states 
from negative to positive peace than from rivalry to negative peace—largely 
because the factors involved link theoretically in the former combinations 
(e.g., border settlement, the absence of civil war, joint democracy, and a 
change in a leader’s support coalition).

• Realpolitik factors perform poorly, underscoring that war and peace are caus-
ally asymmetrical.

As a relatively new research area, future studies could advance our  understanding 
of peaceful transitions in numerous ways. A first step would be developing 
a theoretical framework that accounts for peaceful transitions. We identify a 
series of factors that coincide with peaceful transitions. How do these factors fit 
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together? Through what causal process do peaceful transitions progress? Only 
theory can answer these questions, and when it does, the limited research on the 
topic, especially with regard to the establishment of positive peace, will likely 
advance significantly.

Second, scholars need to consider the influence of factor combinations and 
sequences. The steps-to-war model offers a successful illustration of how to 
approach the task (Senese and Vasquez 2008); it outlines four factors that each 
increase the probability that an interstate conflict will escalate to war (i.e., territo-
rial disputes, rivalry, alliance formation, and arms races). Scholars might develop 
a similar “steps-to-peace” model. Neither our empirical assessment nor existing 
research offers a clear formula for what that combinatory model might look like. 
In some ways, though, this differs little from the steps-to-war model. It not only 
began inductively, but research shows that only 45 percent of war cases include 
all its factors (Sample 2018a).

Sequencing provides a related avenue for future exploration.13 The distinc-
tion between underlying (e.g., settled borders) and proximate (e.g., change in a 
leader’s support coalition) causes suggests a temporal ordering of some effects 
(Vasquez 2009). Contiguous dyads overwhelmingly possess settled borders (i.e., 
fully delimited borders; Owsiak 2012) before their relationship transitions from 
rivalry to negative peace (87 percent) and before negative peace relationships 
move to positive peace (90 percent). Having stable borders therefore seems to 
be a key underlying condition for peaceful transitions—a point that the absence 
of civil war underscores. Stable borders will be insufficient for peaceful transi-
tions; many dyads possess settled borders and see no civil war, and yet they do 
not undergo such a transition. Nevertheless, any proposed sequence might place 
stable borders near the front of the sequence, as laying groundwork for subse-
quent factors. A similar formulation might apply for the roles contiguity and joint 
democracy play in transitions from negative to positive peace.

Our analysis remains less clear on the proximate causes of peaceful 
 transitions—with one exception. Changes in a leader’s support coalition not only 
affect relationship transitions strongly but also appear as the “last event” before 
almost every relationship shift. This suggests that domestic politics significantly 
alters interstate relationships (e.g., see Colaresi 2005). They and domestic politi-
cal shocks more generally (i.e., other than civil war and regime change) deserve 
greater scrutiny.

Finally, we may not yet have all the pieces. A factor we did not identify could 
play a key role in peaceful transitions. Moreover, some of our conditions might 
need refinement. Diehl, Goertz, and Gallegos (2019), for example, specify high-
quality negative peace as a necessary condition for the transition to positive 
peace. Although a promising notion, it is conceptually unrefined, and scholars 
have not yet examined it empirically.

In a volume on war why does the study of peace matter? Scholars and policy-
makers often study the causes of war in order to prevent it and transform hostile 
relations into more peaceful ones. That goal is laudable. Peaceful relationships not 
only lessen—perhaps eliminate—the probability of war, but also carry numerous 
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additional benefits (e.g., greater trade, communication, security, etc.). Understanding 
how these transitions unfold therefore deserves significantly more attention, for we 
cannot simply negate the causes of war and expect greater peace. To expand and 
(perhaps) accelerate international peace, the explicit study of peace needs as much 
attention as the study of war. On that score we still have a long way to go.

NOTES

1. We thank Joshua Jackson, Yahve Gallegos, George Williford, and Chad Clay for their 
research assistance. Sara Mitchell, John Vasquez, Jaeseok Cho, Michael Mousseau, Krista 
Wiegand, and other contributors to this collection also offered valuable feedback on earlier 
drafts of this chapter, for which we are grateful.

2. On causal (a)symmetry, see Goertz and Mahoney (2012).
3. As indicated in what follows, “negative peace” means more than the absence of war 

here. For an overview of different conceptions of peace, see Diehl (2019).
4. Heterogeneous cases comprise this category, including former rivals (e.g., China-

South Korea), as well as states that interact sufficiently but that are neither well integrated 
with nor openly hostile toward one another (e.g., Moldova-Ukraine).

5. The raw number of interstate rivalries has also declined.
6. See also Schenoni et al. (2020), who argue that peace comes through territorial settle-

ment, which is itself a function of three individually necessary and sufficient conditions: 
attention, significantly altered preferences, and third-party assistance.

7. States still contest territory—sometimes violently (e.g., see Crimea in 2014). These rare 
cases do not reverse general trends, although they underscore that actors can violate norms.

8. The cooperation involved extends beyond the limited cooperation, or “islands of 
agreement” (Blum 2007), that rivals experience. Unlike rivals, members of positive peace 
relationships have effectively managed or resolved the issues that precipitate armed con-
flict, leading to more fundamental, deep, sustained cooperation.

9. See also the research on reciprocity, including, inter alia, Goldstein et al. (2001) and 
Goldstein and Pevehouse (1997).

10. A few non-jointly democratic dyads transition to positive peace. These cases typi-
cally involve a powerful state coercing cooperation (e.g., the Soviet Union and members 
of COMECON/Warsaw Pact or Vietnam-Cambodia). They are also the rare cases that 
backslide from positive to negative peace.

11. The latter two factors largely move together and will be near necessary conditions 
for a transition from negative to positive peace in Europe.

12. Why would one combination account for 90 percent of cases and another 87 
 percent? Some variables, particularly settled borders, carry spatial limitations (e.g., require 
contiguity). This alters the subset of cases to which each combination applies. Moreover, 
many factors that facilitate positive peace correlate. This need not, however, undercut their 
individual importance as necessary conditions for transitions to positive peace.

13. Senese and Vasquez (2008) explicitly argue that sequencing does not matter in the 
steps-to-war model, although their discussion also indicates sequential ordering between 
some factors (e.g., arms races appear last). Sample (2014, 2018a) investigates potential 
sequencing in that model, and concludes both that some cases fit the model and that alter-
native paths to war exist.
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Chapter Eleven

Conflict Management of Territorial 
and Maritime Disputes

Emilia Justyna Powell and Krista E. Wiegand

INTRODUCTION

States get involved in disputes over all sorts of issues from trade to nuclear 
proliferation to territory. Territorial and maritime disputes are the most common 
type of dispute in the past century. They are burdensome for more than the par-
ties involved; these conflicts more often than not affect regional and international 
security. In most instances territorial and maritime disputes are very costly, not 
only with regard to military defense or threats of hostile activities but also with 
regard to a lack of cooperation. In these disputes actual, tangible losses experi-
enced by both parties are accompanied by lost profits resulting from damaged 
bilateral relations. These types of disputes are different in their resolution because 
of their scale and their long-term consequences compared to change in leadership 
or a trade dispute.

In this chapter we briefly talk about the similarities and differences between 
territorial and maritime disputes, and we describe the political and legal methods 
of peaceful resolution. We also review the international relations (IR) scholarship 
that asks, “what drives states to seek different peaceful resolution (PR) methods?” 
focusing on the selection of dispute resolution methods.

TERRITORIAL AND MARITIME DISPUTES

Territorial and maritime disputes both stem from unsettled concerns about sov-
ereignty. Indeed, issues of land and those of sea boundary reside at the center of 
sovereignty (Gamble 1976). States also have river disputes, which tend to be less 
salient than territorial or maritime disputes (Hensel et al. 2008). However, it is 
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crucial to recognize that the underlying conception of the law of the sea is that 
the land dominates over the sea. Indeed, the general rule of international law is 
that a state cannot exist without a territory. At the same time many states do not 
have access to the sea and are landlocked. In contrast to maritime areas, land 
is arguably the most rudimentary feature of a state, and state identity is deeply 
associated with historically occupied land. Thus “the land territorial situation 
constitutes the starting point for the determination of the maritime rights of a 
coastal state” (Shaw 2017, 410). Maritime boundary disputes therefore frequently 
evolve from antecedent disputes over land. Also, the conceptualization of states’ 
rights associated with maritime jurisdictional zones has evolved over time. This 
reality suggests that many maritime disputes are usually more recent than ter-
ritorial disputes, and they continue to crystalize as states expand their maritime 
claims (Lathrop 2014).

Recurring pressure on the part of coastal states to expand the reach of territo-
rial sea and other jurisdictional zones is reflected in international conventions 
regulating maritime law. The 1982 Convention on the Law of the Sea (UNCLOS) 
constitutes the most important treaty regulating this area of international law.1 
The Convention explicitly clarifies the extent and scope of the different maritime 
zones. Importantly, patterns of dispute resolution—in particular methods most 
frequently employed—frequently differ for territorial and maritime disputes. In 
short, states seem to prefer different PR methods depending on the nature of their 
claim. This is partly due to the fact that UNCLOS offers its state members a vari-
ety of specific dispute resolution methods. The proportion of the law of the sea 
disputes in relation to disputes dealing with other issue areas has grown rapidly. 
Reflective of these patterns, a substantial part of the UNCLOS treaty deals with 
dispute resolution. To summarize, though maritime and territorial disputes deal 
with issues of sovereignty, the nature and patterns of dispute resolution tend to 
exhibit some idiosyncrasies.

PEACEFUL SETTLEMENT OF DISPUTES IN  
INTERNATIONAL LAW

States involved in a territorial or maritime dispute have several options when 
seeking peaceful resolution. Article 2(3) of the Charter of the United Nations 
(UN) stipulates that states should “settle their international disputes by peaceful 
means in such a manner that international peace and security, and justice, are not 
endangered.”2 The particular PR methods—negotiations, good offices, inquiry, 
conciliation, mediation, arbitration, and adjudication—are listed and regulated in 
Chapter 6 of the Charter, which is specifically devoted to peaceful dispute settle-
ment. However, states cannot be forced to use any particular method, and every 
attempt at resolution must be preceded by both parties’ consent. Therefore, for a 
specific venue to be employed, both disputants must agree to the conflict man-
agement process in question. In other words, “Their preferences have to converge 
to some extent” (Powell 2020, 168).



 Conflict Management of Territorial and Maritime Disputes 193

International law does not compel states to resolve their differences. Indeed, 
some contentions remain unsettled for decades. Thus the scope and function 
of international PR methods differ from dispute resolution in domestic legal 
systems. Throughout the life span of a dispute, states usually employ more than 
one method of settlement, and each party proposes its own most preferred venue 
hoping that the other side will consent.3 In many instances disputants start with 
less formalized methods, and then when these methods prove unsuccessful, states 
attempt more formal methods. However, resorting to less formalized methods is 
not a precondition for legalized methods. Naturally the lack of a genuine com-
pulsory jurisdiction, corresponding to what is the standard in domestic courts, 
suggests that contesting states may never resort to a court. In this regard, dynam-
ics of territorial and maritime disputes tend to be similar to those of other types 
of disputes. As a general rule states usually try to push back against pressures to 
adjudicate a dispute, and more often than not they prefer to use less formal settle-
ment venues such as negotiations or mediation.4 Also, in many situations dispu-
tants are bound via existing commitments to try a specific PR method. States may 
additionally choose to maintain the status quo—continue the dispute—and take 
no foreign policy option to handle the contention.

It is useful to conceptualize PR methods on a continuum, a scale of legality/
formality (Powell and Wiegand 2010). On one side of this continuum are nego-
tiations, as the method least laden with rules and procedures. The nonbinding 
 methods—good offices, inquiry, conciliation, mediation—are located in the 
middle of the scale. Though each of these methods entails a set of specific rules, 
in all of them the disputants maintain partial control over the contention and may 
reject suggestions of the intermediary. Arbitration and adjudication are situated 
at the other end of the spectrum. Both of these methods yield binding decisions 
reached as a result of relatively formal proceedings. One can perceive this scale in 
terms of legality since formality in the context of international dispute resolution 
entails increased presence of international law, both procedural and substantive, 
in the resolution process (Powell and Wiegand 2010).

Bilateral negotiations involve direct talks between the disputants with no third-
party intervention. This PR method is much more political than legal because it 
involves bargains, concessions, and compromises on territorial sovereignty or 
maritime areas. Simply put, the disputants try to resolve all their differences by 
themselves. Nonbinding third-party methods—good offices, conciliation, com-
mission of inquiry, and mediation—are quite different from bilateral negotiations. 
All these methods entail many more rules and procedures that make dispute 
resolution much more formal. Rather than talking through issues themselves, 
the disputants engage with an intermediary, who—depending on the specific 
method—has more or less prerogative with regard to the resolution process. 
For instance, a good officer’s task is relatively straightforward: to motivate the 
disputants to begin communicating and maintain dialogue throughout the process 
of settlement.

In contrast with mediation and conciliation, a good officer does not actively 
participate in the construction of settlement terms (Collier and Lowe 1999, 27). 
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Conciliation entails the intermediary producing a proposal or a series of proposals 
that set out the terms of the settlement. In a way, conciliation has some aspects of 
mediation and inquiry and constitutes a relatively fluid framework within which 
numerous options are feasible. What distinguishes conciliation from mediation 
is that a conciliator usually offers proposals officially and based on independent 
investigation. In contrast, a mediator typically informally suggests settlement on 
the basis of documentation provided by the parties (Merrills 2017, 26).

Via arbitration and adjudication, the two types of binding third-party mecha-
nisms, disputes are settled according to international law. Decisions of arbitral 
panels and international courts are binding. Whereas adjudication entails the 
submission of a dispute to a permanent court with largely fixed composition, in 
arbitration the disputants may select arbitrators. Both these methods entail formal 
procedures, although in general arbitration is more flexible than adjudication. By 
way of illustration, states have a high degree of flexibility in the composition of 
an arbitral tribunal. Furthermore, it is in the hands of the disputants to set the arbi-
tration procedure and frame the issues for the arbitrators to consider. Additionally 
the parties also decide how the tribunal is to acquire evidence, whether arbiters 
can issue separate opinions, and if the final award will be published. Much more 
formalized, adjudication entails the submission of a dispute to an international 
court, such as the International Court of Justice (ICJ) or the International Tribunal 
for the Law of the Sea (ITLOS), a court that specializes in maritime disputes. 
International courts usually have a fixed composition of judges and strictly 
adhere to international law in the process of adjudicating (Powell 2020).

Taken together, instances of arbitration and adjudication in territorial and 
maritime disputes are significantly outnumbered by nonbinding methods such 
as negotiations and mediation. Interestingly, with time states have become 
more acceptant of international courts and arbitral tribunals. Since the early 
2000s the ICJ has had a relatively busy docket, a pattern that is quite likely to 
continue. The number of ICJ judgments in contentious cases has substantially 
increased, despite the fact that several recent territorial contentions have ended 
up in arbitration, or less formal methods such as mediation. The twentieth 
century brought an unprecedented proliferation of international courts, and the 
UN’s principal judicial organ, the ICJ, has become increasingly active. With the 
gradual development of international law, states see more and more value in 
resolving their maritime and territorial contentions with the help of an unbiased 
third party. Arguably this trend “is reflective of the rule of law and the growth of 
international cooperation” (Shaw 2017, 848). The increased presence and activ-
ity of international adjudicators has substantially contributed to the evolution of 
international law, as courts’ decisions clarify existing rules. Yet states seem to 
resort to arbitration more so than before. This is particularly true for maritime 
disputes, since arbitration prominently features in the UN Convention on the 
Law of the Sea.

In contrast with adjudication, arbitration offers disputants a higher degree of con-
trol over the proceedings, the composition of the tribunal, and the scope of contention. 
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Additionally, arbitration tribunals are better suited to hear cases of a technical nature 
that may necessitate scientific and technical expertise. The increased need for spe-
cialized knowledge beyond that of international law has caused the evolution of 
international courts. By way of illustration, in certain circumstances ITLOS may ask 
technical or scientific experts to sit with it.5 Expanding flexibility in dispute resolution 
is likely to continue as interstate disputes become more and more complex. This is 
particularly true for maritime disputes, since they frequently deal with overlapping, 
complicating claims.

As mentioned before, a substantial part of UNCLOS is devoted to dispute 
resolution. More specifically, Article 287 enables state members to choose one 
of four compulsory procedures if an issue of interpretation/application of the 
Convention arises: the International Tribunal for the Law of the Sea (ITLOS), the 
ICJ, and two types of arbitration. States may choose these options a priori and 
they may specify these procedures’ rank order. ITLOS, the ICJ, and arbitration 
are employed if states cannot come to agreement through other peaceful conflict 
management strategies such as negotiations. If states do not make an explicit 
choice, the default procedure is arbitration. The specific setup of dispute resolu-
tion in UNCLOS explains why arbitration is employed more often in the context 
of maritime disputes when compared with territorial disputes.

WHAT WE KNOW ABOUT  
PEACEFUL DISPUTE RESOLUTION

International relations scholars have recognized for some time that interstate 
dispute resolution is as important as the causes of armed conflict. This genre of 
research has primarily focused on identifying conditions under which disputants 
will attempt peaceful resolution versus engaging in militarized conflict. Scholars 
have written about a variety of aspects of territorial and maritime disputes, 
including the probability of resolution, effects of territorial changes and peaceful 
territorial transfers, types of peaceful resolution method, and timing of third-party 
intervention (Goertz and Diehl 1992b; Hensel 1996a, 2001; Huth 1996; Huth and 
Allee 2002; Tir and Diehl 2002; Tir 2003, 2006b; Allee and Huth 2006b; Hensel 
et al. 2008; Gibler and Tir 2010; Powell and Wiegand 2010).6

Several factors are linked to states’ selection of specific peaceful settlement 
methods, ranging from military balance and alliance membership to domestic 
factors such as regime type and type of domestic legal system. Scholars have 
studied how these dyadic factors and characteristics of states may affect states’ 
PR preferences, but arguably the most significant research has been on the char-
acteristics of the disputed territory and maritime areas, especially how salient 
or valuable they are. In what follows we examine the three distinct categories 
of factors influencing dispute resolution: (1) characteristics of the disputed 
territory, (2) relations between the disputing states, and (3) characteristics of 
disputing states.
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CHARACTERISTICS OF THE DISPUTE:  
SALIENCE OF TERRITORY

Probably the most significant findings about the dynamics of peaceful dispute 
resolution are based on how the disputing states value the disputed territory 
or maritime areas. States seem to care about disputed territory more than other 
contentious issues (Goertz and Diehl 1992b; Vasquez 1993, 2009; Huth 1996; 
Hensel 2001; Senese and Vasquez 2003, 2008; Owsiak and Mitchell 2019). In 
fact, states most frequently engage in war over issues of territorial sovereignty 
(Goertz, Diehl, and Balas 2016). When compared with maritime disputes, ter-
ritorial disputes have a higher degree of salience, and they are significantly more 
likely to be subject to peaceful settlement. However, despite the high salience of 
territorial disputes, attempts at peaceful resolution have smaller chances of suc-
cess (Hensel et al. 2008). River disputes are more likely to be resolved through 
nonbinding third-party methods, and maritime disputes are more likely to experi-
ence settlement through formal legal methods.

Several studies examine the types and levels of salience/value associated with 
the disputed territory. Territory has tangible value—also referred to as intrinsic 
value (Diehl and Goertz 2002)—if it includes economic resources, has strategic 
benefits, or constitutes a mainland territory, and has a permanent population 
(Huth 1996; Hensel 2001; Hensel et al. 2008). Intangible or relational value 
(Diehl and Goertz 2002) is signified by ethnic links to the land, homeland terri-
tory status (compared to dependency status), or symbolic, nationalist value based 
on lost territorial autonomy or feelings of attachment to the territory (Diehl 1992; 
Hensel 2001; Diehl and Goertz 2002; Hensel and Mitchell 2005; Wiegand 2011).

Hensel (2001) shows that higher cumulative levels of territorial salience 
increase the likelihood of bilateral negotiations. At the same time salience does 
not necessarily affect the choice of third-party resolution methods. Gent and 
Shannon (2010) find that increased salience discourages leaders from resorting 
to binding resolution methods. In a subsequent study Gent and Shannon (2011b) 
show that as the value of the disputed territory increases, nonbinding third-party 
PR methods are less likely. Interestingly, several studies provide somewhat con-
tradicting findings to Gent and Shannon (2011b) and demonstrate that higher 
salience levels seem to be associated with attempts at third-party PR methods 
(Allee and Huth 2006b; Mitchell, Kadera, and Crescenzi 2009). An interesting 
observation is that, with the exception of Allee and Huth (2006b), all of the 
aforementioned studies use the same data, the Issue Correlates of War (ICOW). 
Thus it seems that empirical choices associated with research design are likely 
influencing the divergent findings. This debate should provoke future research.

In addition to the overall territorial salience, scholars have focused on specific 
types of salience mentioned earlier in this chapter. Tangible value has been found 
to encourage cooperation and settlement between adversaries (Rosenau 1967; 
Mansbach and Vasquez 1981; Vasquez 1993). Huth and Allee (2002) demonstrate 
that when a territory has strategic value as opposed to economic value, peaceful 
settlement attempts are more likely. However, at the same time, such resolution 
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attempts are less likely to be successful if they involve exchange of territorial 
concessions between adversaries. States are not eager to turn decisions about sov-
ereignty over to a third party in such cases. In the context of territorial disputes, 
Powell (2020) shows that when the disputed land has economic value, Islamic 
states prefer less legalized PR methods over nonbinding venues.

Whether a territory has intangible value also influences states’ choices of PR 
methods. By way of illustration, Hensel and Mitchell (2005) find that intangible 
value including ethnic similarity, homeland status, and lost territorial autonomy 
makes peaceful settlements more likely. With regard to specific resolution meth-
ods, Wiegand (2014) shows that higher levels of intangible salience encourage 
mediation. Huth and Allee (2002) show that ethnic value in particular increases 
the likelihood of legally binding PR methods. Yet it seems that this relation-
ship may hinge on regions or on the domestic culture of dispute resolution. For 
instance, Powell (2020) finds that Islamic states dealing with ethnically valuable 
land avoid adjudication and arbitration in favor of bilateral negotiations. In sum, 
there is a considerable disagreement in the scholarship with regard to how the 
different aspects of territorial salience affect states’ behavior in territorial and 
maritime contentions, and this disagreement calls for additional research.

RELATIONS BETWEEN DISPUTING STATES

Huth’s (1996) book on territorial disputes stands out as a leading study of how 
relations between disputing states affect the trajectory of territorial disputes. Huth 
examines a variety of traditional realist factors against the domestic politics and 
issues at stake. The overall results indicate that several factors related to a dis-
pute’s international context, such as the balance of military forces, influence the 
likelihood of dispute settlement. The primary finding is that military capabilities 
have a negative effect on the likelihood of dispute settlement, while values of 
territory and democratic norms have a positive influence on dispute settlement 
(Huth 1996). A more recent study examines military balance as a factor that could 
influence the type of settlement method, specifically in the context of democratic 
dyads (Ellis, Mitchell, and Prins 2010), showing that bilateral negotiations are 
twice as likely to occur when disputing states have power parity compared to 
power asymmetry.7

Several studies have examined the role of military alliances in shaping states’ 
preferences toward PR methods (Huth 1996; Frazier 2006; Owsiak and Frazier 
2014) between disputing states and the effect on dispute resolution rather than 
just as a control variable. This literature suggests that disputants are less likely 
to attempt binding resolution forums when they share common security interests 
compared to when they do not. Thus shared membership in military alliances 
encourages bilateral negotiations (Huth 1996; Leeds, Long, and Mitchell 2000; 
Allee and Huth 2006b). Huth (1996) demonstrates that when disputing states 
have common security ties, the likelihood of peaceful settlement increases by 
nearly 17 percent.8
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Past relations between the disputants—a history of failed or successful settle-
ment, armed conflict, and defeat in armed conflict, as well as past experience 
using specific dispute resolution methods—have received considerable scholarly 
attention. The disputing states may be in greater need of third-party help if they 
share a conflictual past. Indeed, most attempts at mediation occur in hostile rela-
tionships or rivalries.

The intra-dispute dynamics also shape states’ choices of PR methods. The 
disputing sides become more open to legalized settlement methods once negotia-
tions fail to deliver a result satisfactory to both sides. Hensel (1999) finds that a 
history of failed settlement attempts in a particular dispute increases the probabil-
ity of subsequent third-party assistance, while a history of successful settlement 
attempts increases the probability of bilateral negotiations. For example, Bahrain 
and Qatar failed at resolving their territorial and maritime dispute on multiple 
occasions prior to both states agreeing to submit their dispute to the ICJ in 1991.9 
The contention was over the Hawar Islands, the island of Janan/Hadd Janan, the 
shoals of Qit’at Jaradah and Fasht ad Dibal, and a townsite of Zubarah (Powell 
2020, 174).10 For many years Bahrain and Qatar proposed a range of PR methods, 
and all of them proved unsuccessful in resolving the contention. Finally the dis-
pute was resolved at the ICJ. The 2001 judgment successfully ended the dispute 
by awarding both sides a portion of the contested territory.

Similarly, several studies confirm that third-party methods such as mediation 
or arbitration are most likely to be employed by adversaries with a history of 
failed agreements (Hensel 2001; Hensel et al. 2008; McDowell 2018).11 More 
generally, in the context of 1816–1986 territorial claims, Goertz et al. (2016) 
demonstrate that states treat binding third-party methods—arbitration and adju-
dication—as a last resort. In a way, legalized dispute settlement is exceptional 
in state relations. Another way that past relations affect dispute settlement is the 
role of past territorial settlement treaties, which are found to have no effect on the 
likelihood of future territorial changes (Hensel, Allison, and Khanani 2009) and 
less armed conflict (Owsiak 2012).

A record of past militarized conflict can also influence the likelihood of peace-
ful dispute resolution efforts. One explanation for this relationship is that states 
might have learned that peaceful settlement is less costly. Additionally, settling a 
dispute in a peaceful manner offers greater prospects for success than militarized 
conflict (Hensel 2001). Similarly, Hensel et al. (2008, 127) find that states are 
more likely to pursue peaceful settlements in general “when they have a history 
of recent militarized conflict over the same issue and/or a history of recent failed 
attempts to settle the same issue peacefully,” compared to when they lack such 
shared experiences. Ellis et al. (2010) argue that a history of militarized conflict 
encourages democratic states specifically to seek third-party dispute resolution. 
In fact, these authors show that democratic dyads are 50 percent less likely to pur-
sue third-party assistance in disputes in which the disputants have been involved 
in no or little past militarized conflict. Nonetheless, the above-mentioned studies 
embrace a relatively narrow approach to the concept of past experience.

Powell and Wiegand (2014) and Wiegand and Powell (2011) take a more 
comprehensive approach and analyze states’ past experiences with different 
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PR methods in all territorial disputes. These authors argue that disputants learn 
from all of their past interactions with each settlement method, and subsequently 
engage in forum shopping. The outcomes of resolution attempts in all territorial 
disputes thus play a vital role in states’ subsequent choices of a settlement method. 
This is particularly true with regards to legally binding methods. Wiegand and 
Powell (2011) examine how challenger states use their own win/loss record and 
the win/loss record of the target state to estimate the probability of winning in 
a PR forum. This research shows that in the context of territorial disputes, chal-
lengers with a positive win/loss record in binding PR methods, arbitration and 
adjudication, are more likely to pursue the same methods again. At the same time 
such positive past experience with binding PR methods dissuades challengers 
from pursuing bilateral negotiations.

An example is the 2003 agreement by Malaysia to submit its case against 
Singapore to the ICJ in the Sovereignty over Pedra Branca/Pulau Batu Puteh, 
Middle Rocks and South Ledge (Malaysia/Singapore) case.12 Arguably the 
chief motivating factor behind Malaysia’s decision to resort to adjudication 
was Malaysia’s victory in the ICJ case against Indonesia, Sovereignty over 
Pulau Ligitan and Pulau Sipadan (Indonesia/Malaysia). The ICJ judgment was 
largely in favor of Malaysia. The day after the Court issued the judgment in the 
Indonesia/Malaysia case on December 17, 2002, the Malaysian deputy prime 
minister announced publicly that winning the case against Indonesia had encour-
aged Malaysia to submit its dispute with Singapore to the ICJ: “Pulau Batu Puteh 
will be next … following the positive outcome of arbitration by the International 
Court of Justice (ICJ) on the dispute between Malaysia and Indonesia over 
Sipadan and Ligitan” (Bernama News Agency 2002). According to observers of 
the Malaysia-Singapore case, between 1998 and 2002 “there was no movement 
towards ICJ resolution. However, Malaysia’s victory in its Sipadan dispute with 
Indonesia last December [2002] reignited its media’s interest in Pedra Branca,” 
prompting Malaysia to agree to ICJ resolution of its dispute with Singapore on 
February 6, 2003, only six weeks after Malaysia won its case against Indonesia 
(Lim 2003; Powell and Wiegand 2014). Interestingly, Powell and Wiegand 
(2014) find that levels of domestic rule of law, together with the win/loss record, 
shape states’ preferences toward PR methods. In particular states with high levels 
of domestic rule of law are more likely to return to binding methods in other dis-
putes only if they had positive experiences with binding methods in the past. In 
contrast, states with low domestic levels of rule of law seem less concerned with 
their past win/loss record when selecting a resolution method.

CHARACTERISTICS OF THE STATE

Domestic factors, in particular regime type, constitute the key factors shaping 
states’ views of PR methods. Much of this literature is rooted in the democratic 
peace argument (James, Park, and Choi 2006), or the territorial peace argument 
(Gibler 2012; Gibler and Owsiak 2018; see also chapter 9, herein). Research 
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based on the democratic peace examines how the normative and structural 
aspects of democracy influence states’ strategies in resolving territorial and 
maritime disputes. We know that democratic dyads are “more likely to adopt 
compromise solutions to problems as a matter of course” (Ellis et al. 2010, 374). 
Extending the democratic argument to the systemic level, Mitchell (2002) finds 
that the higher proportion of democracies in the international system is associ-
ated with more frequent usage of third-party PR forums by nondemocratic dyads. 
Relatively high numbers of democracies at the systemic level enable the spread of 
democratic norms. Thus, non-democracies are more likely to consider resorting 
to third-party PR methods. Taking a normative approach, Dixon (1994) finds that 
democratic dyads are more likely to seek third-party dispute resolution methods, 
though this study is not specifically about territorial disputes. Democracies’ 
respect for in-court proceedings should arguably carry over into international 
dispute resolution.13

Interestingly, there is both a theoretical and empirical disagreement about 
which type of resolution method is more likely among democratic states: bilateral 
negotiations or third-party methods. Some scholarship also shows that the effects 
of democracy disappear in the midst of territorial claims with high salience (Park 
and James 2015). James, Park, and Choi (2006) find limited support for the 
democratic peace argument, showing that democratic dyads are not very likely to 
seek peaceful resolution in territorial disputes. Instead, issue salience has more of 
an effect. Hensel (2001) argues that states involved in disputes over contentious 
issues like territory prefer to have more control over the outcome of negotiations. 
This particular study shows that democratic dyads are much more likely to use 
bilateral negotiations for peaceful dispute resolution, while they are much less 
likely to pursue third-party methods. Shannon (2009) finds that democratic dyads 
are no more or no less likely to attempt third-party resolution methods compared 
to other dyads. Gent and Shannon (2011a, 2011b) argue that binding dispute reso-
lution attempts can be just as costly to domestic audiences since leaders can be 
punished for giving up control to an arbiter or international court. Some studies 
show that the effects of democracy disappear in specific contexts, such as in ter-
ritorial disputes of Islamic states (Powell 2020). It seems that “democratic norms 
may work quite differently in societies where there are strong alternative norms 
favoring informal dispute resolution” (188).

Similarly, in their analyses of peaceful attempts to resolve territorial disputes, 
Powell and Wiegand (2010) and Wiegand and Powell (2011) find that joint 
democracy has no statistical impact on states’ decisions to choose binding meth-
ods. This scholarship is consistent with the findings of Mitchell et al.’s (2009) 
study, which demonstrates that democratic dyads are not more likely to choose 
third-party resolution methods. In fact, most of their models of third-party settle-
ment attempts indicate that joint democracy decreases the likelihood of resorting 
to a third party. This is consistent with the high number of current and former 
authoritarian states, such as Libya, Qatar, Bahrain, El Salvador, Honduras, and 
Burkina Faso, seeking dispute resolution at the ICJ. Delving further into the 
relationship between democracy and PR methods, Ellis et al. (2010) find that 
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democratic dyads seek bilateral negotiations rather than third-party help, specifi-
cally when the disputants have not fought each other militarily, the issues at stake 
are salient, and military balance is closer to power parity. The mixed findings 
about democracy suggest that other factors such as major power status, issue 
salience, and past experience have stronger effects on the selection of peace-
ful dispute resolution. For example, despite the strong democratic status of the 
United States, the US government is often unwilling to bind itself legally at the 
ICJ in dispute resolution based on its major power status. We know that states 
with high power asymmetry like the United States are less likely to pursue legally 
binding resolution methods, based on a significant amount of research (Hensel 
2001; Mitchell 2002; Simmons 2002; Allee and Huth 2006b; Hansen, Mitchell, 
and Nemeth 2008; Hensel et al. 2008; Shannon 2009; Gent and Shannon 2010).

Going beyond the normative argument, scholars argue that in some circum-
stances democracies are drawn to legally binding third-party PR methods due to 
structural characteristics of democratic domestic institutions. Leaders in democ-
racies—with larger winning coalitions—are more accountable to their constitu-
ents. Thus, to remain in office (or have the party remain in office), the democratic 
leaders are more cautious about their policy decisions (Huth and Allee 2002). 
Consequently, democratic leaders are hesitant to engage in any unpopular poli-
cies that may threaten their reputation, and subsequently increase the likelihood 
of domestic punishment. In the context of territorial disputes this implies that 
democratic leaders will likely avoid settlement options that contradict discourse 
about the disputed territory. Pursuing peaceful settlement—particularly when it 
involves potential concessions or compromises—can be a costly strategy. Within 
this genre of literature Choi and Chiozza (2003) examine the role of individual 
leaders, focusing on their vulnerability to domestic audiences. They find that 
dispute resolution is more likely when new democratic leaders are in power, 
since these leaders are less likely to be punished having just received endorse-
ment from their constituents. In contrast, authoritarian leaders are more likely 
to attempt peaceful resolution as they spend more time in office since they have 
accumulated political experience and are therefore less constrained by domestic 
audiences.

Huth and Allee’s work (2002, 2006a) contributes interesting insights into the 
relationship between democracy and the resolution of territorial disputes. The 
primary finding of the 2002 piece is that policy successes “may help deter politi-
cal opposition, strengthen a democratic leader’s hold on office, and increase the 
stock of political capital upon which leaders can draw to advance their broader 
policy agendas” (Huth and Allee 2002, 71). Thus, as time passes since an elec-
tion, democratic leaders are less likely—and authoritarian leaders are more 
likely—to seek negotiations for settlement in order to avoid potential domestic 
punishment. Moreover, when the disputed territory is valuable and therefore con-
troversial to domestic audiences, democratic leaders are less likely to offer ter-
ritorial concessions. Focusing specifically on legalized dispute settlement, Allee 
and Huth (2006a and 2006b) show that the likelihood of legal dispute resolution 
triples when the disputing states possess democratic political institutions. The 
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argument is based on the notion that legalized binding resolution methods can act 
as more legitimate political cover for leaders who anticipate potential opposition 
to dispute resolution attempts (Allee and Huth 2006a, 286). Simmons’s (2002) 
study dovetails nicely with these arguments asserting that international arbitration 
and adjudication provide democratic leaders with useful means to settle a dis-
pute when domestic political opposition is likely to block a negotiated solution. 
Further work by Huth, Croco, and Appel (2011) confirms that democratic leaders 
with a clear need for domestic cover are more likely to pursue adjudication as the 
means of peaceful settlement, specifically when states have weak legal claims to 
the disputed territory.

Moving beyond normative and structural aspects of regime types, several 
studies focus on the role of domestic legal traditions—civil, common, and 
Islamic—on states’ preferences toward PR methods. In short, the three major 
legal traditions embrace divergent beliefs about dispute resolution, and these 
beliefs—supported by societal preferences—are projected on the international 
realm (Mitchell and Powell 2011). Using an affinity explanation, Powell and 
Wiegand (2010) argue that states select dispute resolution methods that are most 
similar to those embraced by their domestic legal systems. This study shows that 
civil law states are more likely to seek binding third-party dispute resolution 
(especially adjudication), Islamic law states are more likely to seek nonbinding 
third-party resolution, and common law states are more likely to seek bilateral 
negotiations. Powell (2015 and 2020) examines the differences and similarities 
between the Islamic legal tradition and international law, focusing in particular 
on peaceful dispute resolution. She demonstrates that the relationship between 
Islamic law states and PR methods “is shaped by sub-categorical legal features, 
specific legal traits that characterize a domestic legal system” (Powell 2020, 273). 
Some Islamic law-based legal features in Islamic law states’ legal systems con-
stitute a natural bridge with international nonbinding third-party binding venues. 
Overall, the main contribution of this genre of research is that it goes beyond 
regime type and recognizes that other institutional state-level characteristics 
influence states’ choices of PR methods.

In addition to regime type, level of domestic accountability, and domestic legal 
tradition, states’ memberships in international organizations (IOs) can influence 
the likelihood and choice of PR methods. This is an important consideration since 
IOs often play the role of mediators or arbiters in peaceful dispute resolution 
(Abbott and Snidal 1998; Bercovitch and Schneider 2000). Overall these stud-
ies show that increased IO membership—especially those that call for peaceful 
dispute settlement among their members—encourages disputing states to seek 
third-party assistance. This scholarship argues in general that being part of many 
peace-promoting treaties is a credible signal of a state’s “increased embeddedness 
in the global promotion of peace” (Powell 2020, 189). Disputing states that sign 
and ratify a higher number of such agreements are more likely to resort to third-
party PR methods (Hensel 2001; Mitchell et al. 2009). Focusing specifically on 
territorial, maritime, and river disputes, Hansen et al. (2008) find that regional 
and global IOs constitute more effective intermediaries when the IOs are highly 
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institutionalized and include higher numbers of democratic members with con-
verging interests. However, the impact of membership in peace-promoting IOs 
may have important regional aspects. In the context of territorial disputes, Powell 
(2020) does not find that the variance in regional and global commitments helps 
explain why some Islamic law states are more accepting of specific PR methods 
over others.

CONCLUSION

It is likely that a discussion of the empirical research presented in this chapter 
would have not been possible before the twenty-first century. The relatively new 
focus on the active attempt to resolve territorial disputes has now gained traction 
largely due to the emphasis on positive peace. The main factors that influence 
peaceful resolution of disputes include (1) characteristics of the disputed territory 
or maritime areas (issue salience/value), (2) relations between disputants, particu-
larly past experiences between the disputants, and (3) characteristics of the state, 
mainly regime type and domestic legal system.

Because there are multiple foreign policy options, not only the methods of 
peaceful resolution but the use of force as well, scholars continue to debate how 
these outcomes should be conceptualized and coded. Conceptually, the question 
is first whether governments make decisions to pursue a foreign policy strategy 
and then once they make this decision, whether they select to use force or peace-
ful resolution mechanisms, or whether the decision is made in a combined sense 
so that leaders decide to pursue resolution through force (or peaceful resolution) 
at the same time. This question is important because the researchers must decide 
whether they must deal with selection effects.

It is also crucial to recognize that dispute resolution constitutes a dynamic 
process over time with many decision points along the way. Indeed, through-
out the life span of a dispute, the parties usually propose a multiplicity of PR 
methods. Moreover, maritime and territorial disputes may span many years or 
even decades. This reality should shape the way that scholars conceptualize 
dispute resolution processes as unfolding in distinct—though intricately interre-
lated—stages (Jones and Metzger 2018; Wiegand, Powell, and McDowell 2020). 
Though the final PR method that the disputants agree to certainly matters, previ-
ous exchanges of resolution proposals reveal the disputants’ changing preferences 
(Wiegand and Powell 2011; Wiegand et al. 2020).

A related question about the policy outcome is whether armed force and peace-
ful resolution are treated as exclusive strategy options. Some scholars (Huth 
1996; Huth and Allee 2002) treat this policy option as three distinct choices that 
could occur in any given year, while others, particularly scholars involved in the 
ICOW data project, include both policy options in the same observation (Hensel 
et al. 2008). Other scholars view using force as an option that could occur at the 
same time as peaceful attempts for resolution, or that both policy strategies could 
be pursued multiple times in any given year. This problematizes the explanations 
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for this critical dependent variable given that the primary question about ter-
ritorial disputes is about the likelihood of armed conflict and the likelihood of 
peaceful settlement. These are questions that scholars of territorial and maritime 
disputes will need to continue discussing.

Future areas of research should also focus on the dynamic, evolving, and flexible 
nature of settlement methods offered within the framework of international law. 
How does the structure of each PR method juxtapose with solutions adapted by 
different regions of the world and different legal cultures? The newly emerged field 
of comparative international law demonstrates that domestic context—comprising 
localized laws, understandings, and norms—shapes how states approach interna-
tional treaties and institutions (Roberts 2017; Roberts et al. 2018; Powell 2020).

Peaceful settlement methods offered by international law are thus likely to be 
used as a flexible set of arrangements or legal guidelines. These broad guidelines 
allow states of different regions and different legal cultures to express their own 
settlement preferences driven by domestic societal preferences. In an important 
way, “dispute resolution is what states make of it” (Powell 2020, 290). States 
with different beliefs about conflict management can tailor PR methods to suit 
their own specific preferences. Equally important to the scholarship is framing 
international dispute resolution not only as a political choice that states make 
but also as a legal phenomenon that takes place in a broader context of interna-
tional law. Thus, in order to generate meaningful insights, the scholarship has to 
draw equally on the international relations literature and the international law 
literature. After all, conflict management—whether domestic or international—is 
largely a legal enterprise. Overlooking the numerous contributions provided by 
either discipline is therefore not a constructive route forward for the scholarship.

NOTES

1. Convention on the Law of the Sea, December 10, 1982, 1833 U.N.T.S. 397.
2. The UN Charter website: www.un.org/en/charter-united-nations/index.html.
3. See Table 10.2 in Greig, Owsiak, and Diehl (2019) for a detailed outline of the char-

acteristics of different types of peaceful resolution methods.
4. Literature on this topic is extensive. See, among others, Ratner (2006, 821); Goertz et 

al. (2016). The scholarship has been prolific in trying to explain why and under what con-
ditions states use legal mechanisms. See Posner and Yoo (2005); Allee and Huth (2006b); 
Gent and Shannon (2010); Mitchell and Powell (2011); Davis (2012); Huth, Croco, and 
Appel (2013); and Powell and Wiegand (2014).

5. Article 289 of UNCLOS.
6. A growing number of studies has focused particularly on the selection of PR methods 

(Mitchell 2002; Simmons 2002; Allee and Huth 2006b; Gent and Shannon 2010, 2011a, 
2011b; Huth, Croco, and Appel 2011, 2013; Wiegand and Powell 2011; Lefler 2014; Pow-
ell and Wiegand 2014; Powell 2015, 2020; Owsiak and Mitchell 2019; Wiegand, Powell, 
and McDowell 2020).

7. A number of other studies focusing on other key factors, but controlling for ratio 
of military balance, find that power relations between the disputing states influence the 

http://www.un.org/en/charter-united-nations/index.html
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choice of resolution method (Hensel 2001; Mitchell 2002; Simmons 2002; Allee and Huth 
2006b; Hansen et al. 2008; Hensel et al. 2008; Shannon 2009; Gent and Shannon 2010). 
Focusing specifically on the selection of legal dispute settlement, these studies show that 
arbitration or adjudication are more likely if the disputing states have relative power par-
ity. The underlying logic is that the more powerful state in a dyad is unlikely to trust and 
accept third-party judgments. For example, in the Article VII arbitration over maritime 
features in the South China Sea, not only did militarily powerful China ignore the 2016 
ruling but China also refused to participate in the arbitration brought by the militarily weak 
Philippines in 2013. In contrast, disputants who are relatively equal in power are more 
willing to trust and accept third-party binding resolution outcomes. For example, Sim-
mons (2002) shows that arbitration is less likely when there is greater power asymmetry 
between disputing states, while Mitchell (2002) similarly demonstrates that third-party 
involvement in dispute resolution decreases as power asymmetry increases. Powell (2020) 
demonstrates that Islamic states involved in territorial disputes are more likely to negotiate 
in situations of power asymmetry, avoiding binding venues.

8. Interestingly, focusing specifically on mediation, Frazier (2006) finds that when a 
third party is allied with one of the disputing states, this relationship does not influence 
the likelihood of third-party mediation in territorial MIDs (militarized interstate disputes).

9. Maritime Delimitation and Territorial Questions between Qatar and Bahrain (Qatar 
v. Bahrain), ICJ Judgment of 16 March 2001, ICJ Rep 2001, 40. The dispute concerned 
several other territories, including the island of Janan/Hadd Janan, the shoals of Qit’at 
Jaradah and Fasht ad Dibal, and Zubarah, a townsite on the northwest coast of Qatar (see 
Schulte 2004).

10. Maritime Delimitation and Territorial Questions between Qatar and Bahrain, Merits, 
ICJ Judgment of 16 March 2001, ICJ Rep. 2001, 40.

11. Interestingly, a study by Gent and Shannon (2010) shows that previous successful 
settlement attempts reduce the likelihood that decision makers will seek binding resolu-
tion methods.

12. Sovereignty over Pulau Ligitan and Pulau Sipadan (Indonesia/Malaysia), Applica-
tion for permission to Intervene, ICJ Judgment of 23 October, 2001, ICJ Rep 2001, 575.

13. Many studies build on, alter, and expand this argument, and examine more closely 
the causal relationship between democracy and formal PR methods, arbitration and adju-
dication (Simmons 1999, 2002; Hensel 2001; Huth and Allee 2002; Mitchell 2002; Allee 
and Huth 2006a; Mitchell and Hensel 2007; Mitchell et al. 2009; Shannon 2009; Ellis et 
al. 2010; Gent and Shannon 2011b).
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Chapter Twelve

Cyber War
Brandon Valeriano, Ryan C. Maness,  

and Benjamin Jensen

INTRODUCTION

Grasping what the international relations and security studies community knows 
about war also means grappling with how the conduct of wars will evolve in the 
future. Emergent technologies will play a role in reshaping the meaning of war 
as the character of conflict evolves over time. New tools and methods to wage 
battle and conduct statecraft below the level of armed conflict will inevitability 
alter what we know about the process of war, as well as the relations between 
adversaries in times of peace.

The current new technological advancement that has coercive potential is 
represented by the development of cyber operations. The challenge is that these 
new tools often come with vastly inflated potential and generally fail to alter 
the course of warfare. As some propose, cyber tools offer a technology posed 
to reshape war and even the international system (Kello 2013, 2017; Clarke and 
Knake 2014).1 Cyber conflict is part of the present and will be a factor in the 
future of war, but this statement comes with many caveats.

Cyber conflict will not reshape war and will only move things at the edges, 
potentially increasing the ability of states to signal discontent. Cyber tools are 
unsure, limited in reach, mostly nonlethal, costly to develop, require a conflu-
ence of events to make them work, and generally are unable to shape the dynam-
ics of battle (Valeriano and Maness 2014,  2015; Kostyuk and Zhukov 2019). 
Cyber tools are poor means of compulsion and deterrence (Valeriano, Maness, 
and Jensen 2018). They can offer an additive value in combat if offensive cyber 
operations can take out the command and control (C2) of the opposition or dis-
able weapons platforms while in use, but the utility of the offense is dependent 
on the failure of the defense.
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Although not as destructive in the physical realm, perhaps the relevance for 
cyber tools is found in operations in the information environment (OIE). If true, 
cyber-enabled information operations may be the force multiplier that states are 
seeking, where covert operations such as espionage and psychological warfare 
become critical in wearing down the enemy’s will to fight or reaching the domes-
tic population. However, these are old tactics being utilized by a new technology, 
not a game changer for how states start or conduct war.

The shape of war remains resilient and new tools only reshape the contours of 
war, not the nature of the fight. Both offensive and defensive options based on 
emergent technologies offer great promise, but they often inevitability crumble 
when confronting the true brutality of war. The tank enables great maneuverabil-
ity but is limited in production quantities, needs vast amounts of fuel, and remains 
a costly investment. Stealth bombers remain vulnerable to detection despite their 
name and are being utilized in sparing quantities in conflicts. Unmanned vehicles 
(UAVs) reduce the need for manned aircraft, but their main utility is loitering, 
reconnaissance, and not taxing the resources of the state deploying these forces.

The conjecture for some is how war can decline when future technologies like 
cyber options—malicious digital weapons—will increase lethality and offer a 
means to continue the fight in new ways. This chapter explores this question and 
reviews what we know about cyber conflict, covering the nature of war, dynam-
ics of coercion, escalation, and the possibility that these tools can limit the onset 
and exacerbation of conflict. Findings to this point suggest a limited potential of 
cyber technologies to transform what we know about war, but this does not mean 
that other technologies cannot reshape the future potential for warfare.

CYBER OPERATIONS AND THE ONSET OF WAR

For many, cyber security is a top national security threat and a challenge to the 
stability of society that requires a reorientation of national strategy. The mystery 
surrounding cyber operations shapes the perception that we are vulnerable to 
digital violence. The fear of the unknown animates many projections about the 
future of war. The potential for cyber operations to reshape war mystifies pundits 
and observers alike, but this threat is now more than thirty-five years old. Cyber 
tools are not new weapons—the challenge is that the ubiquity of the Internet 
expands potential attack surfaces, giving the opposition more targets of interest. 
The other issue is that dependency on digital communication can now endanger 
C2 facilities, making it impossible for leadership to communicate.

The utility of cyber operations fortunately seems to be generally confined 
to fiction as presented in science fiction, such as Battlestar Galactica (Dykstra 
et al. 2003), or popular fiction such as the novel Ghost Fleet (Singer and Cole 
2015). Fiction has animated our beliefs about cyber operations, a key event being 
the release of the blockbuster film Wargames (1983), which prompted President 
Ronald Reagan to establish the first task force to examine our national cyber 
vulnerabilities (Kaplan 2016).
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For this exercise, we define cyber conflict as “the use of computational 
technology for malevolent and destructive purposes in order to impact, change 
or modify diplomatic and military interactions between states” (Valeriano and 
Maness 2015, 21). Many have suggested our future will be dictated by cyber 
conflict (Kello 2013; Clarke and Knake 2014), while others question the utility of 
cyber operations for war (Rid 2012; Gartzke 2013; Valeriano and Maness 2015). 
If we define war as a crisis event between nation-states with one thousand battle 
deaths (Small and Singer 1982), there is little probability of “cyber war” because 
cyber options have yet to be the direct cause of even one death.

It is possible that death and destruction can occur via cyber operations, but 
these sorts of dramatic attacks represent a massive escalation in intensity between 
states that would likely only happen if there is an ongoing major war. In fact, the 
only cyber operations that could provoke kinetic responses occur during ongo-
ing hostilities (Borghard and Lonergan 2019). What is more likely is that cyber 
operations will be utilized for sabotage (Rid 2012) or deception (Gartzke and 
Lindsay 2015), but even the utility of these operations is dubious because of the 
dynamics of cyber tools’ coercive impact.

What is different about cyber tools is that the code or malware utilized in 
operations can be readily repurposed. There is extensive evidence of operations 
spreading beyond the initial attack zone, with some even suggesting one of the 
most famous cyber operations (the Stuxnet attack against Iran) was repurposed 
to enemies of the United States for their own ends. A malicious group named 
Shadow Brokers released code supposedly developed by the US National 
Security Agency (NSA), and America’s adversaries have utilized this code to 
attack the country that developed the code, such as North Korea’s Wannacry 
ransomware campaign in 2017 (Mohurle and Patil 2017). This process is akin to 
turning an opposition missile right back at the attacker.

It is still early in the overall development of cyber operations and learning 
their optimal strategic utility. While the tool is not new, it is certainly not mature. 
Defenses and offenses still need to balance to meet the threat, artificial intel-
ligence will pose another challenge to cyber operations, making defenders more 
capable, and information operations in the cyber domain have led to widespread 
disinformation and political warfare. States with little concern for ethics, morals, 
and responsibility could utilize cyber operations for destructive purposes against 
civilians, but these grand fears are unlikely to materialize. This brings us to our 
key question: has the character of war evolved with the onset of the cyber era?

THE EVOLVING CHARACTER OF WAR

When studying war every academic will inevitably come across Carl von 
Clausewitz’s dictum on the nature and character of war. The nature of war can 
change slightly, but it is wholly subordinate as an enterprise to the “original vio-
lence of its elements, hatred and animosity” (Clausewitz 1984, chapter 1: 7). The 
conditions of humanity mean for many that the essential components of violence 
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and horror behind war will never change. The nature of war remains the same, 
but the character of war can change because “from the character, the measures, 
the situation of the adversary, and the relations with which he is surrounded each 
side will draw conclusions by the law of probability as to the designs of the other, 
and act accordingly” (Clausewitz 1984, chapter 1: 8).

In short, the nature of war is dependent on the characteristics of humanity 
itself, but the character can change with the situation, the politics, the technology, 
and the culture of the moment. If those in control of the course of war sense a 
change in the opportunity for war because new technologies alter the landscape, 
the character of war has inevitably changed. Almost directly tied to the concept 
of strategic culture (Snyder 1977; Johnston 1995), the course of strategy can be 
observed through behavior, but generally these behaviors do not change much 
through time.

The problem for those who promote a revolutionary view of cyber technology 
(Kello 2017) is that cyber tools have not changed the nature or character of war 
despite predictions to the contrary. Instead, cyber options only reinforce the pat-
terns of old. States do not fight over technology but rather over traditional causes 
such as territorial issues (Valeriano and Maness 2015).

As we discuss in this chapter, cyber technologies do not alter the coercive 
patterns of conflict, the dynamics of escalation, and the lust for total victory. 
Instead, cyber operations just reinforce what has come before. As tools of the 
strong, cyber options serve to subjugate the weak. As tools of the weak, cyber 
options will cause disruption and serve notice to adversaries about capabilities, 
but they are unlikely to alter the strategic balance of conflict and give the initia-
tive to the weak.

The cyber conflicts of the present are the result of the rivalries of the past, 
from the United States versus Russia (Maness and Valeriano 2015), to North 
Korea versus South Korea, and to even the United Arab Emirates versus Qatar 
(Valeriano, Maness, and Jensen 2017). Prior diplomatic failures and aggressions 
shape the cyber conflicts of the future. We have yet to see an international dispute 
caused solely by a strategic cyber action, and we are unlikely to witness such an 
event because the character of conflict has not changed with the advent of cyber 
conflict.

The case of Iran is illustrative of the typical dynamics of cyber conflict. There 
was an observed uptick in cyber actions by Iran after the United States pulled out 
of the nuclear agreement signed by President Obama (Joint Comprehensive Plan 
of Action 2015). Expressing dissatisfaction through cyber conflict is a typical 
outgrowth of cyber options, but Iran is not seeking to shape the behavior of its 
adversary through direct conflict because the strength of the United States serves 
as a deterrent of sorts. Instead it responds with attacks against Saudi Arabia and 
its oil giant, Aramco (once in 2012 in response to Stuxnet and again in 2019 in 
response to JCPOA and the War in Yemen, Baezner 2019).

The counter to this narrative is the constant Russian bombardment of cyber-
related tactics in Ukraine, the supposed testing ground for future cyber operations 
(Greenberg 2019). The problem is there is no evidence that cyber operations 
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against Ukraine, while it was directly involved in a war with Russia, were out 
of the norm for a combat operation. The crucial question is whether the use of 
cyber operations changes anything. For Kostyuk and Zhukov (2019), the answer 
is definitively no during the Ukraine-Russia war. Cyber operations did not change 
the flow of the battlefield, and even seemingly devastating attacks such as the 
Not-Petya operation against Ukraine’s financial services sector and the Estonia 
attacks in 2007 had a limited impact.

Taking a sobering look at the possibilities of digital technology is not meant to 
dismiss the possibilities of the future; rather it serves to remind us that strategic 
calculations and the base politics of the past do not change with the fostering of 
new weapons leveraged to fight. Cyber operations and other modern technolo-
gies such as nuclear weapons might alter the bargaining patterns of states, but the 
patterns of conflict remain the same (see chapter 6 of this volume). The pull of 
the past remains strong, and the importance of this volume on the causes of war 
blends the past with the new to bring us to new understanding about the present.

THERE IS NO CYBER WAR

Despite many claims to the contrary (Kello 2013, 2017; Buchanan 2016), cyber 
operations have not fundamentally revolutionized international relations. Instead, 
they have simply been added to the low end of coercive options short of war (Nye 
2017; Valeriano, Maness, and Jensen 2018) that states can utilize to compel their 
adversaries to moderate their behavior, and many of these options are information 
related, limiting physical destruction.

Thomas Rid was instrumental in pushing the field of cyber security quite early 
with the conjecture that cyber war will not take place (Rid 2012). The main idea 
behind this statement was that death is unlikely to result from cyber war—in a 
pure definitional sense, war is unlikely. This does not mean that cyber conflict is 
unlikely or rare. Rid was clear early on suggesting that “cyber sabotage is easy,” 
and goes further discussing the use of Russian active measures as a method of 
information warfare (Rid 2020).

At the same time Valeriano and Maness (2012) started to advance the position 
through data and evidence that cyber conflict is a relatively underused tactic with 
limited ability to affect the battlefield. Cyber war is an inflated threat incapable 
of changing the facts on the ground. They also demonstrate that Russia’s ability 
to cause mischief in international affairs is relatively toothless, since it depends 
on limited techniques such as cyber conflict. Even the US presidential election 
hack of 2016 resulted in minimal success in changing voters’ minds about the 
candidates (Bail et al. 2020).

The debate between Lindsay and Kello (2014) in the pages of International 
Security also pushed the field in new directions, placing scholars into corners 
with Langø (2016) labeling the divide as a split between cyber skeptics and 
cyber revolutionaries. Kello advances the revolutionary perspective, suggesting 
the context and content of international relations will change with cyber options 
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being incorporated into national defense strategies (Lindsay and Kello 2014). 
Lindsay and Kello (2014) are skeptical of the potential of cyber factors to alter 
the international discourse and instead argued they would be added to the limited 
portfolio of options states can utilize during conflict, and perhaps more useful in 
times of peace and below the level of armed conflict.

The reality is that a more moderate path needs to be carved out. Scholars are 
not skeptical of cyber operations, only of the dramatic proclamations of change 
and difference cyber options introduce. Threat inflation dominates the field and 
news as cyber operations have been used sparingly so far, giving us limited 
examples of their utility. In the absence of evidence, base fears color the shape 
of the fear.

Gartzke and Lindsay’s (2015) article on offense, defense, and deception was 
critical for the development of the field of cyber security. It pushes our aperture 
away from war and toward the idea that cyber conflict is primarily what might be 
called an intelligence game (Rovner 2019). Valeriano, Jensen, and Maness (2018) 
demonstrate empirically that the great majority of observed cyber conflicts are 
what might be categorized as espionage. The rise of cyber operations might 
coincide more closely with the evolution of espionage and other operations in the 
information environment rather than the evolution of war.

The perspective of restraint is critical for cyber security. This perspective is 
advanced by Valeriano and Maness (2015), who argue that restraint is the out-
come we witness in cyber operations because of the limitations of the weapons, 
the vulnerability within each state, and the general inability of the options to alter 
the cost-benefit calculus of the adversary. States will refrain from more harmful 
and damaging cyber operations, using more low-level tools to keep the adversary 
confused and at bay.

The stability-instability paradox introduced by Snyder (1965) has been instru-
mental in articulating a view that the instability that seems evident in cyber space 
is stabilizing. “We should expect to see a lot more creative exploitation of global 
information infrastructure, but threat actors have strong incentives to restrain the 
intensity of their exploitation” (Lindsay and Gartzke 2016: 176). Restraint can 
be seen as an outcome of the limited coercive value of cyber operations, but it 
can also be a choice or a strategy given the logical limitations of technology to 
provide an advantage to the attacker.

Figure 12.1 shows the number of cyber incidents over time for the years 
2000–2016. Data were extracted from the Dyadic Cyber Incident and Campaign 
Dataset (DCID), version 1.5 (Maness, Valeriano, and Jensen 2019). These data 
record all known state-initiated cyber incidents and campaigns between rival 
states (Klein, Goertz, and Diehl 2006) at the dyadic level. Incidents capture 
variables including method (vandalism, denial of service, network intrusions, 
network infiltrations), target type (private sector, civilian government, military 
government), strategic/coercive intent (disruption, short- or long-term espionage/
manipulation, degradations), presence of a following information operation (yes 
or no), and severity score (1–10, with a score of 1 being minor probing and 10 
being massive death as a result of a cyber operation), among others.2
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Figure 12.1 shows that cyber incidents have been increasing over time but 
remain around the same severity score through the duration of the 2000–2016 
period. States have found cyber incidents useful for a foreign policy tactic, but 
have yet to raise the stakes with more severe cyber operations that could lead to 
escalation. The stability-instability logic seems apparent in international cyber 
conflict.

Figure 12.1 also shows that military responses to cyber operations have been 
rare throughout the timeline, and only recently have military responses to cyber 
operations been on the rise. Data for military responses were compiled from 
three separate data sets: the Integrated Crisis Early Warning System (ICEWS) 
(Boschee et al. 2018), the Correlates of War (COW) Militarized Interstate 
Dispute (MID) data set (see Ghosen, Palmer, and Bremer 2004), and the 
International Crisis Behavior (ICB) (Brecher and Wilkenfeld 1997) data set. The 
“military usage” ICEWS variable is coded within a three-month (ninety days) 
period after the cyber operation is either initiated (for non-espionage operations) 
or becomes public (most espionage variables). These variables are then overlaid 
with the MID variables (which only go to 2010) and the ICB variables (coded 
until 2015) to see if these military operations fall within the time period after 
the cyber operation.

Looking at Figure 12.1, we see that military responses increase after the 
year 2013, likely due to the rise in organized violence seen globally in recent 
years. This includes the Russia-Ukraine protracted conflict, the Syrian civil 
war, and the rise of China’s use of cyber operations in its disputes with regional 
rivals over issues regarding the South China Sea. Russia has been infiltrating 
Ukrainian networks in tandem with its other grey zone or “hybrid” tactics, such 
as disinformation operations and arming dissidents, since the annexation of 
Crimea in 2014.

Figure 12.1. State-initiated Cyber Incidents, Severity  Average, Military Responses: 
2000–2016.
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DISTINCT NATIONAL APPROACHES TO CYBER CONFLICT

The field of cyber security is dominated by conjecture because many suggest 
there is no way to collect data on cyber security events (Kello 2013). So many 
events occur in a covert domain that it would be impossible to collect a repre-
sentative sample of the data in the system. This challenge was met by Valeriano 
and Maness (2014, 2015), who demonstrate that collecting data on cyber opera-
tions between rival states is not only possible but also revelatory and necessary 
for progress in the field. Since then, others, including the Council of Foreign 
Relations and the University of Maryland’s START program, have collected 
data on cyber events, but the DCID data (Maness, Valeriano, and Jensen 2019) 
represent the only peer-reviewed data set that also considers the issues of internal 
validity and external reliability.

For too long single examples have been leveraged to make large claims about 
the process of cyber conflict. Most of these examinations would not even meet 
the standards of a true case study, but instead represent surface-level explorations 
of an event to advance a specific predetermined position. Early and credible case 
studies in the field have been few and far between. Lindsay (2013) and Barzashka 
(2013) explore the Stuxnet operation in detail, demonstrating US capability and 
intent in operations. While precision was the operative word that might describe 
the operation, Stuxnet likely had little overall effect on the ability of the Iranians 
to enrich uranium. Instead, to meet the challenge, Iran brought more centrifuges 
online and ended up enriching more uranium than before the attack.

Simple bivariate cross-tabulations (crosstabs) are utilized in the tables that 
follow to uncover relationships between two or more categorical variables. 
Measuring Pearson residuals gives us the key to where these significant relation-
ships lie.3 If the Pearson residual is above or below a score of two, statistical 
significance is present (at the 95 percent confidence level), where the utilization 
of a certain strategy or target type is more or less than expected, according to the 
normal distribution. In other words, if a positive significant relationship exists 
between variables (in bold and starred in the tables), that indicates that the pre-
ferred strategy, target type, or response is present. If a negative significant rela-
tionship exists between variables, it indicates that the preferred strategy, target 
type, or response is not present, and suggests that the other dependent variables 
are preferred over the significant negative highlighted variable.

Table 12.1 shows that the overall pattern of usage of cyber operations by the 
United States demonstrates a reliance of “degrade operations” that fit with the 
precision strike complex model of US strategy (Valeriano, Jensen, and Maness 
2018). The data demonstrate that the United States uses these operations spar-
ingly, although only four of the total cells are statistically significant due to data 
limitations. Usually these degrade operations require intelligence collection, 
and several of the espionage incidents are precursors to the eventual operations 
utilized against rivals. The United States has not used a disruptive strategy in 
the data set’s current timeline; however, in 2018 U.S. CYBERCOM launched a 
several days-long DDoS (distributed denial of service) against Russia’s Internet 
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Research Agency (IRA), the famed troll farm cited by Special Counsel Robert 
Mueller’s team in 2019 (Nakashima 2019).

On the other hand, China focuses mainly on espionage operations directed at 
gathering information and capability for future power projection. China’s cyber 
strategy is more long-term, where the development of its technology and military 
sectors is important to its rise and quest for parity with the United States. China 
also uses disruptive strategies, which are usually against its regional rivals when 
conventional disputes manifest in the South China Sea over territory.

Russia is a revisionist power and is attempting to achieve the global perception 
that comes with being a world power, and its specialized talent in cyber and dis-
information campaigns is a big part of its foreign policy strategy. Russia typically 
utilizes espionage operations so as to enact cyber-enabled information operations 
against its rivals’ domestic populations and to be able to sow discord and pursue 
its objectives more freely because of these disruptions. As Table 12.2 shows, 
Russia uses cyber operations against the private sector more than any other strat-
egy when compared with the other four countries in the table, but these results are 
not statistically significant. Russia’s strategy of stealing technology and sensitive 
information feeds into its revisionist strategy in cyber space to punch above its 
weight against richer or more powerful rivals.

China infiltrates the civilian sectors of rival governments more than any other 
country, and this reinforces its attempts to steal sensitive information, intellectual 
property, and government secrets as it continues its long-term rise. The United 
States targets the military sectors of rival governments, in line with its attempted 
adherence to the Law of Armed Conflict (LOAC) and precision-strike mentality, 
where collateral damage is limited.

Table 12.1. Crosstabs of Cyber Operations by Strategy Initiated by the United States 
and Its Four Major Adversaries 2000–2016

Initiator Disruption Espionage Degrade

United States Count
Expected count
Pearson residual

0
5.47
–2.34**

10
12.47
–0.70

11
3.07
4.53**

Russia Count
Expected count
Pearson residual

19
16.92
0.51

35
38.58
–0.58

11
9.50
0.49

Iran Count
Expected count
Pearson residual

8
8.60
–0.20

21
19.60
0.32

4
4.82
–0.37

China Count
Expected count
Pearson residual

17
19.26
–0.52

55
43.93
1.67

2
10.81
–2.68**

North Korea Count
Expected Count
Pearson residual

13
6.77
2.40**

9
15.43
–1.64

4
3.80
0.10

**p < 0.05, n = 219, Pearson chi-squared (8) = 46.24, p = 0.000**
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We know little of general cyber capabilities. It is difficult to examine the over-
all spending on cyber security because most budgets are “black” or unknown. 
Understanding weapons stockpiles is an even more difficult process because 
malware stockpiles are unknown and there is an intense debate regarding state 
assets. There is even a likely bigger challenge in the United States, with no 
overall coordination of malware or zero-day purchasing; US government orga-
nizations and allies may be in competition with themselves for overall access to 
“cyber weapons.”

Slayton (2017) makes the point that much of the capacity for cyber power 
comes from the talent and skill of individuals in the space. Craig and Valeriano 
(2016) apply the traditional study of arms races to cyber competition. While 
many in the space assume there are cyber arms races, this is an unknown at this 
point since we have little grasp of overall capabilities for most states. Some states 
like North and South Korea are likely engaged in a cyber arms race, but we have 
no idea of the overall scale of the problem internationally.

Table 12.3 lists power measures for the ten most active cyber states, accord-
ing to the DCID (Maness, Valeriano, and Jensen 2019). Latent Cyber Capacity is 
a compilation of six World Bank measures under two categories: infrastructure 
and knowledge capital. The infrastructure category records World Bank scores 
recording broadband subscriptions per one thousand people, secure servers per 
one million people, and percentage of high-tech exports out of total manufactured 
exports (World Bank 2020). The knowledge capital category records scores from 
the World Bank that include the number of Internet users per one thousand peo-
ple, the number of science, technology, engineering, and mathematical (STEM) 
journal articles published, and the number of patent applications for each country 

Table 12.2. Crosstabs of Cyber Operations by Target Type Initiated by the United 
States and Its Four Major Adversaries

Initiator Private sector
Government 
nonmilitary

Government 
military

United States Count
Expected count
Pearson residual

2
7.38
–1.98**

7
10.07
–0.97

12
3.55
4.49**

Russia Count
Expected count
Pearson residual

31
22.85
1.70

24
31.16
–1.28

10
10.98
–0.30

Iran Count
Expected count
Pearson residual

15
11.60
1.00

16
15.82
0.05

2
5.58
–1.51

China Count
Expected count
Pearson residual

17
26.02
–1.77

47
35.48
1.93**

10
12.50
–0.71

North Korea Count
Expected count
Pearson residual

12
9.14
0.95

11
12.47
–0.42

3
4.39
–0.66

**p < 0.05, n = 219, Pearson chi-squared (8) = 41.80, p = 0.000**
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included in the DCID (World Bank 2020). These scores are normalized and then 
averaged to get the power scores listed in Table 12.3.4

The United States is the top cyber power in the international system, accord-
ing to the Latent Cyber Capacity index, followed by China and South Korea. The 
United States has a robust technology industry and a growing high-tech infra-
structure backbone, as well as many patents, STEM publications, and research 
universities. China’s technology industry was kick-started by its espionage tech 
sector as well as its investment in modern infrastructure, and South Korea’s 
homegrown technology sector put it near the top with the United States regard-
ing these latent power scores. The rest of the columns show economic power 
measured in gross domestic product (GDP) per capita for 2019 (World Bank 
2020), military expenditures per country (Global Firepower 2020), and the latest 
Composite Indicator of National Capability (CINC) scores for each country as of 
2012 (see Singer 1987).

CYBER COERCION AND THE UTILITY OF  
CYBER OPERATIONS

In recent years the question of cyber coercion has dominated the literature in the 
cyber conflict field. The reason why is not difficult to uncover as coercion, or 
the ability of one state to influence the behavior of another, is the key question 
the field has generally ignored until recently. With many proclamations of the 
dramatic change brought on by cyber tools, few seemed to want to ask the basic 
question of how one would compel change with digital force. Answering the 
question of coercion directly impacts theories about the utility and effect of cyber 
operations, directly affecting the probability of war.

Coercion, under the construct advocated by Schelling (1980), can be divided 
into two forms, compellence and deterrence. Compellence is the ability to make 

Table 12.3. Different Power Dynamics: Top Ten Most Active Cyber States 

Country
Latent Cyber 
Capacity (2016)

Economic Power 
(GDP billion $, 
2019)

Military Power 
(Total billion $, 
2019) CINC (2012)

United States 6.82 20,490 750 0.143291
China 6.43 13,400 237 0.2181166
S. Korea 6.22 1,531 44 0.0232826
Japan 5.86 4,970 49 0.0370358
Israel 5.32 351 20 0.0042498
Russia 5.03 1,578 48 0.0400789
Iran 4.53 440 19.6 0.0157625
India 4.35 2,597 61 0.0808987
Pakistan 4.11 305 11.4 0.0145536
N. Korea 4.01 40 (est.) 1.6 0.0132601
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an actor behave in a manner it otherwise might not. Deterrence is when an actor 
does not do what it otherwise might. Libicki (2016) was at the forefront in sug-
gesting ways coercion may work in cyber space, but few have sought to investi-
gate the question from a social science perspective until more recently.

Borghard and Lonergan (2019) suggest that cyber power as a tool of coercion 
will have limited effectiveness, because cyber tools often lack clearly communi-
cated threats, (Libicki 2016) credibility, and reassurance. Valeriano, Maness, and 
Jensen (2018) focus on the empirical dynamics of coercion in their monograph. 
They find that compellence is limited, resulting in a change in behavior only 5 
percent of the time. This rate is lower than most other forms of compellence, 
which traditionally sit above 44 percent on average.

Some countries are better at coercion than others—for example the United 
States succeeds at a rate of 38 percent, mainly because it focuses on the use of 
degrade campaigns that seek to change the behavior of the adversary. The United 
States also has the advantage of being the most powerful state in the system in 
terms of conventional capabilities, meaning it can back up its threats with action, 
ensuring compellent success more than usual.

Russia has been generally unsuccessful in leveraging cyber operations for 
effect. An examination conducted by Bail et al. (2020) suggests that the Russian 
use of information operations only really reached those already supporting 
Donald Trump. Changing behavior is not evidenced here—if anything, cyber-
enabled information operations launched by Russia might have increased turnout 
and support for Trump, but the audience was ready to hear the message in the first 
place (Bail et al. 2020). Kostyuk and Zhukov’s (2019) work is also instrumental 
in demonstrating the limits of Russian influence in cyber space. The scholars 
could identify no evidence of successful coercion during the war in Ukraine.

Deterrence is difficult to investigate empirically. Some suggest that the United 
States has deterred cyber conflict between adversaries above the threshold of 
armed conflict but failed below this zone. The challenge of course is that it is 
difficult to observe deterrence because successful deterrent moves will be unob-
served, and successful deterrence entails nonaction. More critical is the reality 
that states have not mobilized for deterrence under the conditions where most 
scholars would accept its application (Brantly 2018). For true deterrence, the state 
must have defenses to forestall an attack in the first place, capabilities to respond, 
and credibility to launch retaliatory attacks, and it must also communicate what 
actions it wants to dissuade.

There is a possibility true deterrence can be implemented and tested in reality, 
but that would require a state to invoke real collaboration between the state and 
the private sector, ensuring that society overall is protected to forestall attacks in 
the first place. Layering deterrent principles in this way could increase the success 
of the construct, but once again we are left with a limited number of states with 
the ability to make this process work, suggesting the construct overall is limited.

The Cyberspace Solarium Commission (2020), in its comprehensive review of 
cyber policy and action, is advocating a policy of layered deterrence that mimics 
many of these stated panoplies (denial, cost imposition, credibility, entanglement, 
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and a true public-private partnership). Achieving a whole-of-nation approach to 
cyber deterrence is critical, but also difficult to implement. Ensuring cooperation 
within the US government is difficult enough. Extending cooperation between the 
government and private entities is orders of magnitude more complicated, but also 
more critical given the tendency for the majority of targets to be in the private sector.

ESCALATION AND CYBER SECURITY

Escalation is defined as an increase in the nature or intensity of conflict. 
Extending escalation theory to cyber space would include situations in which 
“the target responds with more intense and costly cyber means (cyber escalation 
within the domain) or through breaching the cyber-kinetic threshold (cross-
domain escalation)” (Borghard and Lonergan 2019: 123). Libicki (2016) simpli-
fies cyber escalation into two factors: intensity (striking deeper, lasting longer) or 
more extensive (striking new targets), plus adds the consideration that an attack 
in cyber space can escalate to an attack on physical space.

Cyber escalation is then defined as a reaction with digital tools that increases 
intensity or aggression or that spreads the scope of conflict after an initial move 
in the digital domain. Theoretically the cyber domain can contain escalation 
because of the uncertainty introduced by cyber weapons (Buchanan 2016). There 
is also the aspect of civilian punishment, attacks that hit what might be deemed 
off-limits civilian systems, provoking escalation due to the violation in norms 
between two actors.

In practice, however, cyber escalation is rare. Stuxnet (2007–2010) is often 
cited as the prime example of cyber escalation yet, put in the context of the wider 
dispute between the West and Iran over the development of nuclear weapons, 
the Stuxnet attack is actually a de-escalatory move because the other options on 
the table at the time were conventional strikes that would have caused death and 
destruction.

Talmadge (2019a: 864) makes the point that technology itself is rarely a suf-
ficient condition for escalation, “cast[ing] doubt on the idea of emerging tech-
nologies as an independent, primary driver of otherwise avoidable escalation.” 
Technology became the mask for the processes that enable escalation, rather than 
the cause of escalation itself. It is not the domain that produces escalation, but the 
action in the domain that produces outcomes.

We have ample empirical evidence that escalation is limited in the cyber 
domain. Even in its simpler form, there is little retaliation, let alone escalation, 
in the domain or even out of the domain when cyber actions are the triggering 
events. When conflicts do escalate in cyber space, we observe limited engagement 
between the parties unless there is already an outright war. As Valeriano, Jensen, 
and Maness (2018: 18) note, “even when cyber exchanges between rivals escalate, 
they remain limited in scope outside of ongoing military conflict. That is, rivals 
may use cyber operations to probe the enemy, test their resolve, and signal the 
risks of significant escalation.”
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Data analysis supports these positions and is developed here from established 
data and taken from ongoing projects to support our background investigation 
into cyber escalation processes (Maness, Valeriano, and Jensen 2019). Table 12.4 
shows the response patterns between the United States and its four major adver-
saries (Russia, Iran, China, and North Korea) in the cyber domain, as well as how 
each country responds to a cyber operation with a retaliatory cyber operation. 
Table 12.4 utilizes the cyber operation severity score from the DCID version 1.5 
that measures the impact and national security importance of each state-initiated 
cyber operation between the years 2000–2016 between rival states (Maness, 
Valeriano, and Jensen 2019). The scale is interval and ranges from 1 to 10.

Table 12.4 shows that the United States is often on the receiving end of retalia-
tion at a higher rate than expected. However, these responses to US cyber actions 
do not indicate within-domain escalation. The severity levels with a response 
score of 2 were retaliatory to US actions that were of a higher severity level. 
Of the seven actions at the severity level of 4, three represent a decrease in the 

Table 12.4. Crosstabs of Response Severity to Cyber Operations Initiated by the 
United States and Its Four Major Adversaries

Response Severity

Initiator
No 
Response 1 2 3 4 5 6

United 
States

Count
Expected 
count
Pearson 
residual

7
16.60
–2.35**

1
0.10
2.92

5
1.25
3.36**

1
0.96
0.04

7
1.63
4.21**

0
0.39
–0.62

0
0.10
–0.31

Russia Count
Expected 
count
Pearson 
residual

52
51.35
0.09

0
0.30
–0.55

6
3.86
1.09

5
2.97
1.18

1
5.05
–1.80

1
1.19
–0.17

0
0.30
–0.55

Iran Count
Expected 
count
Pearson 
residual

27
26.07
–0.20

0
0.15
–0.39

0
1.96
–1.40

4
1.51
2.03**

1
2.56
–0.97

1
0.60
0.51

0
0.15
–0.39

China Count
Expected 
count
Pearson 
residual

66
58.46
0.99

0
0.34
–0.58

0
4.39
–2.10**

0
3.38
–1.84

7
5.74
0.52

1
1.35
–0.30

0
0.34
–0.58

North 
Korea

Count
Expected 
count
Pearson 
residual

21
20.54
0.10

0
0.12
–0.35

2
1.54
0.37

0
1.19
–1.09

1
2.012
–0.72

1
0.48
0.76

1
0.12
2.26

**p < 0.05, n = 219, Pearson chi-squared (24) = 76.50 p = 0.000**
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Table 12.5.  Crosstabs of Response Severity to Cyber Objectives

Response Severity

Cyber objective
No 
Response 1 2 3 4 5 6

Disruption Count
Expected 
count
Pearson 
residual

58
64.99
–0.87

0
0.65
–0.80

19
8.73
3.48**

4
4.20
–0.10

2
5.50
–1.49

3
1.62
1.09

0
0.32
–0.57

Espionage Count
Expected 
count
Pearson 
residual

118
109.57
0.81

1
1.09
–0.09

4
14.72
–2.79

8
7.09
0.34

12
9.27
0.90

2
2.73
–0.44

0
0.55
–0.74

Degradation Count
Expected 
count
Pearson 
residual

25
26.45
–0.28

1
0.26
1.44

4
3.55
0.24

1
1.71
–0.54

3
2.24
0.51

0
0.66
–0.81

1
0.13
2.39

**p < 0.05, n = 266, Pearson chi-squared (12) = 36.49, p = 0.000**

initial attack severity and four represent an increase by one tick in severity. The 
only other country that witnesses a statistically significant level of retaliation at a 
greater rate than expected is Iran, which is wholly due to US or Israeli operations. 
China’s significant negative relationship with its severity score of 2 shows that 
it prefers higher levels of severity when it retaliates in the cyber domain. Many 
of the Chinese incidents involve entanglements with the United States, which 
is another great power with vast cyber capabilities. This propensity to use more 
severe attacks does not denote escalation, however. Escalation is rare in digital 
interactions as measured by rival states from 2000 to 2016.

Table 12.5 shows how responses are related to the overall cyber strategy of the 
initiating states. In terms of response severity by strategic objective, disruptive 
efforts by initiating states are usually met with retaliatory disruptions, further 
indicating that the cyber domain is, for the most part, non-escalatory. Espionage 
campaigns are also commonly met with cyber operations that either steal or 
signal capabilities or displeasure for the originating action, but do not lead to a 
tit-for-tat escalatory ladder, as indicated in Table 12.2. Only occasionally do we 
see disruptions or espionage operations escalate to the severity level of 5, with 
this happening only five times over the 2000–2016 period.

Results from war games have demonstrated the complicated empirical picture 
of the escalation landscape in cyber space (Schneider 2017). After examining 
war games from 2011 to 2016, Schneider finds that government officials were 
hesitant to use damaging cyber weapons. Most games only witness the use of 
cyber capabilities after the onset of conventional warfare, not before. For Jensen 
and Banks (2018), in the context of cyber options, escalation was the exception, 
not the norm.
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To explore escalation when cyber options are present within the context of 
integrated options of national power, Jensen and Valeriano (2019) ran a series 
of war games on 259 participants, including members of the military, students, 
and policymakers. The simulation situated participants in a typical crisis that was 
highly likely to escalate given a rivalry situation over an ongoing territorial dispute 
when the crisis under examination was the third in a series over a five-year period.

The results demonstrated that escalation is not the norm. Based on a general 
baseline for all international conflict situations, most options fell below the 48 
percent threshold. In fact, the only instance where escalation was the dominant 
option was when a cyber action started the crisis and the target had no cyber 
response options. This suggests there are implications of attacking a state with 
cyber options when they do not have the ability to respond within the domain. 
In most other situations, we witness few demands for escalation when cyber 
response options are on the table.

Overall, regardless of the situation, cyber escalation is usually not the domi-
nant response. The reality is that even under dangerous conditions cyber response 
options can actually moderate crisis response patterns. Surveys demonstrate a 
great amount of fear in the cyber domain, but this does not motivate overreaction 
(Gross, Canetti, and Vashdi 2017). Figure 12.2 shows the results from a cyber 
campaign–directed dyads data set. What is measured in what follows is whether 
the combined cyber operation, which includes diplomatic, economic, and military 
variables extracted from ICEWS (Boschee et al. 2018), has escalatory responses 
from the target from all four domains recorded in the campaigns. For a cyber 
response to be recorded, the target responds within one year from the start date 
of the original cyber operation from the initiator for disruptions and degrada-
tions, and from the date the operation becomes public for espionage operations. 
For a diplomatic response, the time frame is one month (thirty days) after the 
cyber operation’s initiation or public reporting, and for economic and military 
responses, the time frame is three months (ninety days) after the same criteria 
regarding the cyber operation. For cyber escalation, the severity score must go up 
at least one point regarding the cyber response. No cyber responses at the same 
severity score are included. For conventional responses, we use the Conflict and 
Mediation Event Observation (CAMEO) conflict-cooperation scores to measure 
escalation (Schrodt 2012). The CAMEO scale ranges from −10 to 10 where the 
more negative score, the more conflictual and the more positive score, the more 
cooperative the foreign policy action. If the conflict scores from each domain are 
lower (more negative) from the target state in retaliation for the cyber incident, 
escalation in each domain is recorded.

Looking at Figure 12.2, we find that only seven cyber operations result in a 
higher cyber response in terms of DCID severity scores from the target state. This 
indicates that cyber does not beget more cyber, and it is extremely rare that a cyber 
operation is met with a more sophisticated and damaging operation from the origi-
nal victim. Diplomatic escalation, where the diplomatic response is more severe 
than the initiating state’s diplomatic action during the combined cyber campaign, 
is found in about one-third of all 266 campaigns recorded in DCID version 1.5. 
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Economic escalation is found in 65 cyber campaigns, and this is a favorite response 
of the United States and its North Atlantic Treaty Organization (NATO) partners on 
less powerful states that launch cyber campaigns against Western powers. We see 
military escalation in nearly 40 cyber campaigns, and these are mostly embedded 
in ongoing conflicts in the post-Soviet space, the Middle East, and the South China 
Sea. Finally, we see combined escalation where the added totals of the diplomatic, 
economic, and military scores between the initiator and target are at a higher overall 
CAMEO score.

CYBER AS A TOOL OF REPRESSION

Overall, the field has missed the boat on cyber war. There is no “war,” but there is 
a strong probability that cyber tools can be used to repress populations internally. 
Cyber weapons are better suited against the weak than the strong. Powerful states 
can fight back, and every state is vulnerable in cyber space—even North Korea, 
which has little dependence on the Internet. Yet individuals, activists, journalists, 
and members of the civil society community have no great ability to fight back or 
protect themselves against a committed state adversary. The individual actor has 
little recourse when paired in a fight against a system of state control.

Some jump to the conclusion that cyber war will be a reality between states, 
but Arquilla and Rondfeldt (1996) early on suggested that netwars will be a 
critical aspect of future cyber conflicts. Netwars will be fought between non-
state or irregular forces, but the evolution of the domain will witness more 
conflicts between state and non-state actors, morphing netwar into something 
different and unforeseen.

Figure 12.2. Escalatory Responses per Domain: Cyber Campaigns.
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As Valeriano and Pytlak (2016: 1) argue, “there has been a precipitous rise in 
malicious hacking, but it is not exhibited between states, rather it is from within 
them by governments seeking to maintain control over their populations. There 
is an increasing utilizing of cyber technology to silence dissent, often in direct 
contradiction with human rights law.” This style of conflict can be termed “cyber 
repression,” the use of digital tools by the state to repress, demean, and harass 
activists, journalists, and protectors within a state.

We can witness this effect by examining the pattern of Internet shutdowns 
historically. Gohdes (2015) finds evidence that Internet shutdowns coincide 
with wider state repression events, possibly increasing the ability of the state 
to control the population during times of turbulence. Gohdes (2015: 352) notes 
“that governments have the strategic incentive to implement Internet blackouts in 
conjunction with larger repression operations against violence opposition forces.” 
It is not just that governments use Internet shutdowns as a form of repression, but 
that governments can also use the access they provide to the Internet to create a 
new style of targeted and precise repression (Gohdes 2020).

Instead of placing a fear of cyber war at the heart of upcoming interstate con-
flicts, its true place is likely a source of power by the state against adversaries 
during events of protest or rebellion. The utility of cyber weapons to control and 
subjugate a society are clear given the dependence many place on connectiv-
ity. Add to this the rise of the surveillance state and there are the makings for 
something more dangerous than the proponents of cyber war have ever dreamed. 
Limiting connectivity, repressing digital dissent, invading privacy, and surveil-
ling domestic enemies are clear strategies for the state to prevail against internal 
adversaries and movements.

At the same time capable individuals can marshal resources and capabilities to 
challenge the state digitally in response to increased repression. They can attack 
critical infrastructure, the media, and even the ballot box. A series of aggressive 
events by the state against a disaffected population is only likely to provoke that 
population to respond in kind. The car bombs of the future might be digital.

WHAT WE KNOW ABOUT CYBER WAR

For many, cyber war is the future. Warfare is a persistent reality while war is a 
condition that exemplifies the escalation of hostilities. The general decline of wars 
between states leads some to believe that this trend will only be a blip in our his-
tory as new technologies reshape the global battlefield. The conjecture that future 
technologies will increase lethality has only met the devastating slap of reality.

The fear of the future shapes many visions of strategy, projecting a need to deal 
with an inflated threat now, before things get worse. This process has generally 
fed into the cult of the offensive (J. Snyder 1984) with many believing the best 
defense is a good offense in cyber space. The challenge is that evidence paints 
a much different picture—despite visions of a future filled with cyber conflict, 
we instead find evidence that cyber operations are limited as a coercive tool in 
international affairs. This is not to suggest that cyber operations will not be part of 
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future battles. They will be adjunct and additive capabilities for all future fights. 
Cyber operations are not typically catalysts for war and may actually represent 
off-ramps away from war. Not all new capabilities need to be destabilizing; some 
technologies can instead increase the ability of states to signal displeasure and 
alter the course of conflicts.

Inherent in the analysis of cyber operations is the simple idea that cyber opera-
tions are not salient enough to spark wars. Too often scholars of technology and 
security forget to ask a simple question: what are they fighting over (Diehl 1992)? 
Those who ignore the findings of the field of international relations are doomed 
to repeat the errors of the past and find cause for wars in things that are not criti-
cal enough to spark international conflagrations. With the constant rise in cyber 
operations every year, however, states must be seeing a strategic utility to these 
options. Most cyber operations are usually below the threshold of armed conflict 
and can perhaps be considered a new type of political warfare, and a logical 
application of Clausewitz in times of peace (see Kennan 1948). States will try to 
gain bargaining advantages with their adversaries using digital tools in order to 
project power and cause asymmetries.

On the other hand, conflict processes scholars often fail to examine the stra-
tegic logic of their positions. If there is no inherent logic for the coercive power 
of a strategy, there is a dubious connection between that strategy, technology, or 
means of warfare and the onset of war itself. Technologies like cyber options, 
nuclear weapons, and chemical weapons are not reshaping the character of war; 
instead they are altering the bargaining landscape below the threshold for the 
use of force. This alteration of the international conflict landscape has not been 
noticed by the field at large. Moving forward, the field of conflict studies needs 
to be aware of the evolution of the conflict landscape and the reality of how 
emergent technologies reshape the perceptions of conflict. Cyber conflict is in 
our future, but cyber war will not come.

NOTES

1. Weapon is generally a poor term to describe digital packages with lines of code with 
unclear offensive and defensive abilities. Scholars are moving away from the term cyber 
weapons.

2. For a list and complete descriptions of the DCID variables, see https://drryanmaness. 
wixsite.com/cyberconflict.

3. Pearson residuals measure the distance between the expected value of a crosstab 
analysis and the observed value by the number of standard deviations. If a Pearson re-
sidual has an absolute value of 2 (either more than 2 or less than −2), then we can infer a 
statistically significant relationship exists between the two categorical variables for that 
specific cell. All significant relationships by cell in the following tables are in bold. All 
tables also have statistically significant chi-squared scores, indicating that all analyses to 
follow have significant relationships between the categorical variables and allowing us to 
move forward with cell-specific Pearson residual tests.

4. For a more detailed description of the Latent Cyber Capability index, see Valeriano, 
Maness, and Jensen (2018, chapter 3).

https://drryanmaness.wixsite.com/cyberconflict
https://drryanmaness.wixsite.com/cyberconflict
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Chapter Thirteen

The Environment and Conflict
Water Wars

 Sara McLaughlin Mitchell and Yufan Yang

In this chapter we consider how environmental factors influence the risks for 
interstate conflict.1 We focus on renewable resources2 (e.g., freshwater, fisher-
ies) and climate change3 (e.g., long-term changes or deviations in temperatures 
or precipitation).4 In general the literature suggests that environmental risks for 
interstate wars exist, but they are often triggered by other conflict conditions 
(e.g., population growth) and that conflict escalation can be avoided through 
institutionalized cooperation (e.g., river treaties). We begin by reviewing 
the older literature connecting population growth, resource competition, and 
interstate conflict. This is followed by a review of research on water conflicts 
involving cross-border river and maritime areas and a discussion of how climate 
change influences interstate conflict. We then identify other theoretical condi-
tions that intervene in the environment-conflict relationship such as economic 
development, domestic institutions, state capacity, and international institutions. 
We conclude with thoughts on challenges in this literature and we identify paths 
forward for improved understanding of how environmental factors influence 
conflict processes.

EARLY LITERATURE

Early work by scholars in this research area considered the potential for 
environmental-based conflict through the lens of resource scarcity induced by 
population growth and industrialization. Building upon Malthus’s warnings of 
potential territorial conflicts driven by rapid population growth and declining food  
supplies, Hardin (1968) predicted that the exponential growth of the global popu-
lation would severely increase resource competition. Choucri and North (1975) 
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developed a theory of lateral pressure that connected population growth and 
resource demands, defining lateral pressure as “the process of foreign expansion 
of any activity that can develop national capabilities to meet the growing demand 
of a society” (16). The authors hypothesized that interstate conflict is more likely 
if two states face lateral pressure for securing resources from outside their borders 
and if they have a history of hostile relations. Focusing also on population growth 
as a driver of potential interstate conflict, Klare (2002; see also 2012) noted that 
the supply of renewable and nonrenewable resources faced intense demands due 
to increased population growth, spread of industrialization to a greater number of 
countries, and contested sources of resource supplies across international borders 
(e.g., freshwater in river basins).

While population growth seemed like a natural factor creating more envi-
ronmental interstate conflict, early quantitative findings were mixed. Bremer, 
Singer, and Luterbacher found little relationship between population growth and 
interstate war: “Nation-years characterized by high density or rapid increases in 
density are followed by periods which are neither particularly high nor particu-
larly low in the nations’ war involvement” (1973, 340). Examining all state years 
between 1930 and 1989, Tir and Diehl (1998) found a positive link between 
population growth and militarized interstate dispute (MID) involvement (espe-
cially for states increasing military spending), although they found that popula-
tion changes did not predict conflict initiation or escalation. Monadic analyses 
by Stalley (2003) from 1980 to 1992 on MID incidences show that increases in 
population density significantly raise conflict risks, even after controlling for 
other environmental factors such as soil degradation, water scarcity, and fish 
catches. A more recent monadic analysis by Reuveny and Barbieri (2014) on 123 
countries from 1975 to 2001 shows stronger results linking population size and 
population growth to interstate war onset and war involvement, with population 
growth having the largest substantive effect of all variables.

However, one limitation of these studies is the focus on monadic research 
designs, which makes it difficult to see how joint population size/density/growth 
influences the risks for dyadic interstate conflict. A dyadic analysis of fatal MIDs 
and wars from 1885 to 2001 (Hegre 2008) shows that pairs of states that are geo-
graphically closer and larger in terms of population size and military capabilities 
are more likely to fight. Yet this analysis views interstate war through a gravity 
model lens, and thus population might be a risk factor for conflict because it 
creates more opportunities for fighting.5 This is different from earlier studies in 
the environmental literature that viewed population growth as a risk factor for 
interstate war because of its effects on resource competition.

Many of the earlier studies connecting environmental resources and war 
stemmed from qualitative case studies, with the Soccer War, Ogaden War, Six-
Day War, Chaco War, and Falkland War linked to land/timber scarcity, raw mate-
rials scarcity, and water scarcity (Reuveny and Barbieri 2014, 789). In the 1980s 
and 1990s many scholars and prognosticators warned of impending water wars 
between countries. In 1984 John Cooley argued that “the constant struggle for 
the waters of the Jordan, Litani, Orontes, Yarmuk, and other life-giving Middle 
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East rivers … was a principal cause of the 1967 Arab-Israeli war and could help 
spark a new all-out conflict” (3). In 1991 Joyce Starr described the potential for 
increased military clashes over the Jordan river basin, while identifying addi-
tional challenges in the Nile and Tigris-Euphrates river basins. Using information 
collected from multiple case studies, Thomas Homer-Dixon (1994) elaborated 
on the linkages between environmental scarcities and violent conflict within and 
between states, including conflict over water rights in the West Bank. Other case 
studies discussed conflict and tensions among states in river basins such as the 
Jordan (Lowi 1993), Nile (Swain 1997), Tigris-Euphrates (Daoudy 2009), and 
Ganges (Crow and Singh 2000). As seen in the next section, these warnings of 
water wars were not confirmed in many quantitative studies. In fact, research 
shows that cooperation is more common in river basins than war.

WATER WARS? RIVER CONFLICTS

Conflicts over international river basins are viewed as part of a broader class of 
issues involving resource conflicts (Klare 2002, 2012; Hensel et al. 2008; see also 
Hensel and Goemans, chapter 1 herein). Shared rivers can involve disagreements 
about borders, such as the Sino-Soviet border dispute in the late 1960s involving 
the Ussuri River and the ownership of Chenpao Island (Gleditsch et al. 2006, 
365). Conflicts can also arise between upstream (e.g., Sudan) and downstream 
states (e.g., Egypt) over water quantity issues (e.g., the Jordan River [Lowi 1993] 
and the Syr Darya River [Dinar 2009]), water quality issues (e.g., the Rhine River 
[Haftendorn 2000]), and navigational rights (e.g., San Juan River).

As Gleick (1993, 84–85) notes, freshwater is a more salient security issue 
when there is significant resource scarcity, when states depend on other states 
for water supplies, when relative power in a river basin is asymmetric (see also 
Brochmann 2012), and when there are few alternative sources of water. Data 
collected by the Issue Correlates of War (ICOW) project record diplomatic 
conflicts over cross-border rivers, with salience captured through indicators 
measuring navigation (of people or commerce), fishing/resource extraction, 
hydroelectric power generation, irrigation, support of a permanent population, 
and whether the river flows through a state’s homeland territory (Hensel and 
Mitchell 2017). In addition to river claims with higher issue salience having 
a greater likelihood of conflict, analyses of MID onset in claim dyad years 
also show that navigational rights are the most likely to spark military clashes 
(Hensel, Mitchell, and Sowers 2006). While ICOW analyses focus on linear 
relationships between salience and conflict, Dinar (2009) finds that the relation-
ship between water scarcity and conflict is curvilinear, with river cooperation 
more likely for moderate levels of scarcity.6

When examining the relationship between shared rivers and interstate con-
flict using large-N statistical analyses, the findings are mixed. Some studies 
find that shared river basins increase the risk of dyadic militarized disputes 
(Toset, Gleditsch, and Hegre 2000), while other studies find that these results 
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are weakened once controls for land contiguity are included (Brochmann and 
Gleditsch 2012). This stems in part from the high degree of multicollinearity 
between contiguity and shared rivers. For example, 80 percent of contiguous 
dyads share at least one river (Furlong, Gleditsch, and Hegre 2006). Diplomatic 
conflicts between states with shared river basins are more likely for dyads with 
longer rivers that cross borders and involve existing river treaties, while river 
claims are less likely to occur in basins with greater runoff (lower water scar-
city) and in basins with more powerful downstream states (or hydro-hegemons) 
(Brochmann and Hensel 2009; see also Zeitoun and Warner 2006; Daoudy 2009). 
Jointly democratic dyads are less likely to witness river claims as well. Upstream/
downstream dyadic configurations in river basins also face higher risks for milita-
rized disputes than other types of river configurations, such as sideways or mixed 
river relationships (Furlong et al. 2006; Brochmann and Gleditsch 2012).7 Dyads 
that share more rivers experience a greater likelihood of fatal MIDs (Furlong et 
al. 2006). As noted earlier in this chapter, other scholars emphasize variation in 
the salience of the contested river issues, with highly salient river claims in water-
scarce regions like the Middle East being more prone to militarized conflict than 
river issues in water-abundant regions like North America (Hensel et al. 2006).

Even though studies find evidence of low-level militarized conflict in river 
basins, there are few instances of interstate wars or severe militarized interstate 
disputes. Of the 143 river claims identified by ICOW globally from 1900 to 2001, 
only 16 (11.2 percent) involve any militarized disputes over the claim, while only 
5 (3.5 percent) experience fatal MIDs (Hensel and Mitchell 2017, 132). Territorial 
claims (41.8 percent) and maritime claims (27.3 percent) are militarized much 
more frequently. Aaron Wolf and his colleagues have categorized conflict and 
cooperation events for more than 260 international rivers, finding more frequent 
cooperation over rivers than conflict, including the signing of several thousand 
river treaties (Hamner and Wolf 1998; Wolf 1998). This reflects in part the active 
participation by regional organizations to resolve river claims as opposed to ter-
ritorial claims handled with few institutional approaches and maritime claims 
addressed through a global organization (United Nations Convention on the Law 
of the Sea) (Owsiak and Mitchell 2019). Lee and Mitchell (2019) show that the 
presence of other (nonrenewable) resources can alter the likelihood of conflict in 
river basins. Situations where downstream states produce oil that can be traded 
with an upstream state (with no oil production) are more peaceful than situations 
where both states in the basin are energy producers.

WATER WARS? MARITIME CONFLICTS

When one thinks of modern water conflicts, they often involve clashes at sea 
over maritime boundaries, resource rights, and navigation through strategic 
choke points. China’s maritime disputes with its neighbors over territorial (e.g., 
Senkaku/Diaoyu [Wiegand 2009; Fravel 2010], Paracel) and maritime (e.g., 
Spratly Islands, Gulf of Tonkin) areas highlight these modern “water wars,” 
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as well as the resurgence of conflict between long-time rivals such as Russia-
Ukraine and Turkey-Greece over contested maritime (and territorial) spaces. 
Maritime issues have become central to states’ security interests (Klein 2011).

While river issues have been managed primarily through diplomacy, maritime 
issues involve more frequent threats, displays, and uses of military force. Naval 
and coast guard ships often protect fishing vessels in contested waters (e.g., US 
Navy protecting fishermen off the contested coastal areas of Ecuador and Peru) 
and sail through contested areas to assert freedom of navigation rights. For 
example, the United States conducted several freedom of navigation operations 
in 2020 to challenge China’s maritime claims around the Spratly Islands in the 
South China Sea (part of the nine-dash line). Greece mobilized its naval fleet in 
the Aegean Sea in 2020 to disrupt Turkish efforts to survey for oil and gas in a 
contested area of the Greek continental shelf. When maritime claims also involve 
territorial issues (e.g., ownership of an island like the Falklands), the chances for 
MIDs and wars are much higher (Mitchell 2020).

Of the 270 dyadic diplomatic maritime claims coded by ICOW from 1900 to 
2010, more than 25 percent experience at least one militarized dispute (Hensel 
and Mitchell 2017; Mitchell 2020). Maritime claims involve competition over 
renewable (e.g., fisheries) and nonrenewable (e.g., oil, minerals) resources. 
The creation of offshore oil rigs in 1947 significantly increased the risks for 
MIDs over ICOW maritime claims with contested oil resources (Nyman 2015). 
Interestingly, however, studies have shown that renewable resources spark more 
severe interstate conflicts. Nemeth et al. (2014) examine different components of 
the ICOW salience scale for maritime claims8 and find that migratory fish stocks 
increase the risks of MIDs more than other maritime salience factors. The move-
ment of renewable resources across boundaries leads countries to defend resource 
rights up to and beyond exclusive economic zone (EEZ) boundaries. Canada, for 
example, fired upon a Spanish trawler in March 1995 fishing 218 nautical miles 
offshore in the halibut-rich Grand Banks (Song 1997), competing over a fish spe-
cies that is highly migratory. Maritime conflicts between democracies are quite 
common and include maritime disputes between the United Kingdom and Iceland 
(Cod Wars), Canada and the United States (e.g., Gulf of Maine, Beaufort Sea, 
Juan de Fuca Strait/Dixon Entrance, Northwest Passage), and France and Spain 
(Bay of Biscay). Among all pairs of states with opportunities for maritime claims, 
jointly democratic dyads have the highest probability of experiencing diplomatic 
conflicts over maritime areas, creating a future flashpoint issue between demo-
cratic regimes (Daniels and Mitchell 2017).

Fisheries have been connected to conflicts in other studies as well (Bailey 
1996; Asgeirsdottir 2007; DeSombre and Barkin 2011). Mitchell and Prins 
(1999) analyze all jointly democratic MIDs from 1946 to 1992 and discover 
that fishing resources are involved in 25 percent of the ninety-seven democratic 
disputes in this period. Fishing resources are also connected to smaller-scale 
conflicts, piracy, and civil wars. Poverty and favorable geographical conditions 
fuel “fish wars” in Southeast Asia, a region where “the distinctions between fish-
ermen, smugglers, illegal traders and pirates can be blurred and the exercise of 
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extreme violence is not uncommon” (Murphy 2010, 40). Declining small-scale 
fisheries catches increase conflict between different groups, especially between 
small-scale and industrial fishers (Pomeroy et al. 2007). Illegal, unreported, and 
unregulated (IUU) fishing has increased significantly as countries with large 
fishing fleets encroach on other states’ claimed EEZ areas, sparking conflicts 
with local fishermen and governments protecting their sovereign resource rights. 
Somali fishermen saw their fish catches decline by 20 percent from 1992 to 2000, 
with at least ninety thousand tons of fish caught in Somali waters through IUU, 
encouraging Somalis to turn to piracy for their livelihood (Arky 2010, 8).

Interstate conflict over maritime zones and cross-border rivers can be explained 
by many of the factors that help us understand traditional paths to war, such as 
the steps to war in territorial disputes (see Hensel and Goemans, chapter 1 herein; 
Mitchell and Vasquez, chapter 19 herein). As Hensel et al. (2008) show, diplo-
matic issues that are higher in salience and that involve a longer history of conflict 
(rivalry) are more likely to experience MIDs, whether they are territorial, mari-
time, or river issues. They also find that joint democracy helps reduce the milita-
rization of territorial and river claims, but it has no effect on maritime conflicts.

On the other hand, capability asymmetries (power preponderance) reduce the 
likelihood of MIDs for territorial claims but not for maritime claims, while naval 
capabilities (especially for the revisionist state) influence militarization of mari-
time claims but not territorial claims (Mitchell 2020). These results demonstrate 
the utility in studying environmental conflict across multiple diplomatic issues, 
as some of the factors known to cause war are present in some issue conflicts but 
not others.

Diplomatic disputes over maritime resources have seen more militarization 
than river issues, but few water issues have escalated to “water wars.” Where are 
the water wars that were predicted decades ago? One answer is that water issues 
have been handled more successfully with conflict management institutions than 
territorial issues (Owsiak and Mitchell 2019). Rivers in particular have been 
governed by a large number of bilateral and multilateral treaties (Wolf 1998), 
and many of these agreements establish river commissions to monitor escala-
tory situations (Zawahri 2008). The river treaty literature shows that institutional 
design matters for the success of peaceful conflict management and effective 
resource management (Ostrom 1990; Tir and Stinnett 2012). The United Nations 
Convention on the Law of the Sea has also been a very successful multilateral 
institution for encouraging third-party peaceful settlement and preventing the 
onset of new maritime claims (Nemeth et al. 2014; Owsiak and Mitchell 2019). 
Another answer is that territorial issues are higher in intangible salience than 
water conflicts, involving historic homelands, ethnic groups, and sacred sites, 
which make division of contested territories more difficult (Hensel and Mitchell 
2005). In this regard it is easier to find peaceful solutions to water conflicts than 
land conflicts. Finally, we may be looking in the wrong place for water conflicts, 
as clashes in the Tigris-Euphrates basin have shown. While Turkey, Iraq, and 
Syria have certainly experienced many interstate river claims and escalation to 
MIDs in a few cases, more conflict has occurred internally. Turkey’s Greater 
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Anatolia Project (GAP) to build two dozen dams displaced thousands of Kurds 
inside the state. Decreased water supplies in the basin and severe drought issues 
contributed to the outbreak of the Syrian civil war (Beck 2014). Future research 
would benefit from a focus on how environmental conflicts influence interstate 
and intrastate violence and exploration of the transnational dimensions of such 
conflicts. Climate changes are projected to displace as many as a billion people 
by 2050 (Barnett and Webber 2009), for example, and these climate migrants 
could spark new interstate conflicts. Climate change will also put pressure on 
existing freshwater and fishery resources, change the baselines for existing EEZ 
maritime boundaries, and open up new sea lanes and resource areas in the Arctic 
that may spark conflicts. In the next section we discuss how climate change and 
volatility in weather patterns could act as potential triggers for interstate conflicts.

CLIMATE CHANGE AND INTERSTATE CONFLICT

Conflict scholars examine how climate change and climate variability influence 
the risks for interstate disputes and wars.9 Climate change could lead to war 
through several paths. First, countries might become more territorially revision-
ist as resource stocks and productive agricultural lands are diminished by higher 
temperatures and less rainfall (Busby 2008). Second, rapid climate change can 
increase uncertainty about property rights, giving declining powers incentives 
to be more territorially revisionist (Gartzke 2012). Guo’s (2007) survey of more 
than two hundred disputed areas since World War II finds support for this type 
of hostile lateral pressure, as resource scarcity at home prompts many states to 
make claims to neighboring states’ territories. Third, greater volatility in weather 
patterns can create uncertainty about future resource stocks and encourage more 
revisionist behavior by countries to protect natural resources (Schmidt, Lee, and 
Mitchell 2021.). For example, Egypt has become more aggressive in its defense 
of water supplies on the Nile as upstream states like Ethiopia have constructed 
dams and as population growth and drought within Egypt have put greater 
demands on water supplies.

On the other hand, global warming over the past few centuries may have been 
associated with the decline of interstate warfare (see Braumoeller, chapter 16 
herein), reflecting the economic efficiencies that globalization creates relative to 
territorial conquest (Brooks 1999). Zhang et al. (2007) examine climate change 
and conflict over a long historical period (1400–1900). Their initial research 
focused on China and found that warfare periods coincided with cold spells due 
to decline in agricultural production, forced migration, and violent competition 
between groups for food and other resources.

The authors discovered similar patterns in Europe, with periods of war highly 
correlated with periods of cold temperature anomalies. Tol and Wagner (2010) 
confirm these findings of colder periods experiencing more warfare (due to 
displacement from bad harvests) using rolling regression time series models 
of temperatures and conflict. However, they find the effects are getting weaker 
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over time, such that it is difficult to infer that warmer climate periods of the 
modern period will avoid warfare. Analyzing the systemic relationship between 
global warming and war, Gartzke (2012) argues that it is important to control for 
economic development in these models, since growing interdependence could 
increase the costs of territorial conquest (relative to trade). Using a summed 
measure of MIDs in the system from 1816 to 2000 yearly and a measure of 
global temperature anomalies (from the 1951–1980 baseline), Gartzke’s analyses 
show that temperature anomalies have little effect on fatal MIDs, while economic 
development levels better predict the decline in conflict over this period.

Schmidt et al. (2021) find similar patterns when studying the effect of climate 
factors on diplomatic conflicts (using ICOW data), showing that heat waves 
reduce the likelihood of issue claim onset or militarization (or the effects are 
insignificant). All these empirical studies suggest that higher average tempera-
tures from long-term climate change are not likely to contribute to more frequent 
warfare, reflecting perhaps the improving adaptation of human society to climate 
change.

On the other hand, there is more empirical evidence that short-term and long-
term changes in precipitation can fuel interstate conflicts. Devlin and Hendrix 
(2014, 28) point out that climate change can make some countries wetter or dryer 
on average, but also that climatic variability is greater, with more frequent floods 
or droughts and greater yearly variability in precipitation. They find that higher 
precipitation levels reduce the chances for MIDs, while greater variance in rain-
fall increases conflict risks.

Climate variability also increases the salience of contested issues and gener-
ates uncertainty about states’ ability to comply with existing resource treaties 
(Schmidt et al. 2021). Climate changes in the Syr Darya river basin, for example, 
destabilized agreements between riparian states and increased diplomatic conflict 
(Bernauer and Siegfried 2012). Schmidt et al. find that precipitation deviations 
from long-term averages and greater short-term volatility in rainfall increase the 
likelihood of ICOW issue claim initiation, especially for challenger states (revi-
sionists), and that precipitation volatility also increases the risks for claim milita-
rization. Curvilinear patterns for climate volatility are also found in the intrastate 
violence literature, with conflict occurring more often with floods or droughts 
than average rainfall (Hendrix and Salehyan 2012).

CONDITIONS OF ENVIRONMENTAL WAR

Does environmental change always lead to interstate conflict? Literature suggests 
that when faced with environmental stress, the vulnerability of a state or a society 
could have conditional effects on the outcome (Kasperson et al. 2014). The vul-
nerability of a society to environmental changes, defined as “the extent to which a 
natural or social system is susceptible to sustaining damage from climate change” 
(IPCC 2001, 99),10 is greatly shaped by its natural conditions, socioeconomic 
development, and capacity to cope with the stress. It depends on how sensitive a 
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state is to experience insecurity due to environmental changes and how much a 
state could cope with it, usually referred to as susceptibility and adaptability of 
a state, respectively (Jones, Mattiacci, and Braumoeller 2017). Susceptibility is 
largely determined by a state’s economic development and geographical condi-
tions, while adaptability depends on economic development, domestic institu-
tions, and international institutions.

Economic Development

Compared with developed countries, developing countries are more susceptible 
to environmental changes because agriculture is usually an important source of 
income in developing countries (Homer-Dixon 1994). Extreme weather and envi-
ronmental degradation could greatly affect agricultural production and national 
income in developing countries (Miguel, Satyanath, and Sergeni 2004), slowing 
economic growth and increasing human insecurity. One may argue that free trade 
could mitigate the problem of resource scarcity, but developing countries are 
likely to be disadvantaged in international trade as well. For example, Tir and 
Diehl (1998) point out that poor countries may not have enough foreign currency 
for international transfer, or simply have little or nothing to trade for the resources 
needed. Hence, when faced with declining agricultural production caused by 
environmental change, developing countries are unlikely to benefit from interna-
tional trade in the long term.

Environmental changes disproportionally influence developing countries and 
thus increase the level of economic loss both directly and indirectly. Directly, 
environmental changes result in reduced access to natural capital and thereafter 
national and household incomes; indirectly, developing countries, which are 
less able to provide welfare or aid to the affected population due to a lack of an 
effective social security system, can reinforce the problem of declining agricul-
tural production (Barnett and Adger 2007). A sudden economic loss induced by 
environmental changes, which could lead to migration, population displacement, 
and competition over resources, could result in civil conflict (Koubi et al. 2012). 
Similarly, environment-induced economic loss could also lead to interstate con-
flict if transboundary migration occurs.

Reuveny (2007) identifies three cases where international migration leads to 
interstate conflict (Ethiopia-Somalia, El Salvador-Honduras, and Mauritania-
Senegal), and he also finds that migrating to developed countries is unlikely to 
cause interstate conflict. An implication is that developing countries, being more 
susceptible to environmental changes, could produce more environmental refu-
gees, which results in increasing tensions and potential conflict with neighboring 
countries if the neighboring countries are also resource constrained.

Domestic Institutions

Developing countries are more vulnerable to environmental changes, but 
whether the induced resource scarcity leads to conflict is also dependent on their 
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adaptability. One important component of adaptability is domestic political insti-
tutions. Literature on domestic institutions focuses on state capacity and regime 
type, arguing that democratic institutions and strong state capacity could reduce 
the risk of environment-induced conflict (Koubi et al. 2012; Jones et al. 2017). 
Tracing back to Sen (1990), democratic institutions including regular elections 
and freedom of speech help to eliminate famines. Sen (1990) argues that in 
democracies with free media and active oppositions, the government would face 
severe punishment if it does not take necessary measures to prevent a famine. 
Similarly, the consequence of environment-induced resource scarcity, especially 
when it comes to life essentials such as food and freshwater, could be mitigated 
by democratic institutions. For instance, Koubi et al. (2012) find that climate-
induced economic shocks are less likely to cause civil conflict in democracies.

Another important component of domestic institutions is state capacity. Jones 
et al. (2017) argue that states with coherent political institutions can mitigate the 
problem of resource scarcity through social redistribution and economic interven-
tion. Autocracies are more likely to mobilize the military to deter potential unrest. 
Ignoring the role of government in managing resources and resolving potential 
conflict could lead to incorrect inferences (Salehyan 2008). In general, strong 
states are more capable of responding to environment-induced socioeconomic 
insecurity through either a social security system or repression. In the context 
of interstate conflict, democracies with strong state capacities are the least likely 
to experience environmental war because they could cope with environment-
induced resource scarcity and the potential economic loss better. However, as 
we discussed earlier, some issues like maritime boundaries and resources can 
act as a flashpoint between democratic countries, in large part because they have 
greater levels of development (and thus larger fishing fleets) and demand for food 
(Daniels and Mitchell 2017).

International Institutions

Apart from domestic institutions, international institutions play an important role 
in international conflict management as well (see Powell and Wiegand, chapter 
11 herein). Research on the interactive effect between international institutions 
and environmental war largely focuses on water issues. Overall, institutional-
ists believe that international institutions help promote cooperation and resolve 
disputes before they escalate into militarized conflict. In terms of international 
resource conflict, international resource management institutions can develop 
and evolve according to the changing resource conditions and their conflict 
management capabilities are further strengthened (Giordano, Giordano, and Wolf 
2005). States’ interdependence on river issues is likely to create the supply of 
international regimes, which increases the level of coordination (Dinar 2009). As 
noted earlier, disputes on shared rivers can arise from issues of navigation, fisher-
ies, hydropower, and water quality, as well as agricultural usage. Shared rivers 
involve distribution and common goods problems, where international institu-
tions could be helpful by providing more information transparency, lowering 
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transaction costs, establishing enforcement systems, and introducing reputational 
concerns into states’ utility functions.

Empirical evidence supports the argument that international institutions con-
tribute to reducing water-related conflict. For example, Tir and Stinnett (2012) 
find that although water scarcity increases the risk of conflict, international 
agreements help lower this risk. Similarly, Brochmann and Hensel (2009) argue 
that river treaties significantly increase the likelihood of negotiation over river 
claims. Dinar et al. (2015) look at different institutional designs and contend that 
countries governed by highly institutionalized treaties are more likely to cooper-
ate, and treaties with flexible and specific water allocation mechanisms are more 
conducive to international cooperation. To sum up, international institutions alle-
viate river disputes and promote cooperation, although some institutional designs 
could be more effective than others. The large number of cooperative treaties in 
international river basins helps explain why river issues are the least militarized 
issues coded by the ICOW project.

This section has illustrated that the relationship between environment and con-
flict could be conditional. The intervening factors can be socioeconomic devel-
opment, domestic political institutions, and international institutions. Overall, 
low-income countries, non-democracies, weak states, and states less involved 
in international organizations are more vulnerable to environmental war. That 
said, some scholars argue that the real causal mechanisms linking environmental 
changes and conflict are not clear or robust. The following section briefly intro-
duces some counterarguments of this field.

COUNTERARGUMENTS

A number of counterarguments, both theoretically and empirically, have chal-
lenged the relationship between environmental changes and war. Some scholars 
argue that environmental changes only have weak or indirect effects (Raleigh and 
Urdal 2007; Theisen, Holtermann, and Buhaug 2012; Koubi et al. 2012). On one 
hand, whether environmental changes cause conflict depends on socioeconomic 
conditions and political institutions, and thus there might not be an unconditional 
or direct relationship between environmental changes and conflict (Koubi et al. 
2012). On the other hand, even if there is an indirect effect, this effect appears 
to be weak empirically (Sakaguchi, Varughese, and Auld 2017). Some scholars 
further suggest that in conflict research other factors such as socioeconomic 
development and state capacity are substantially more influential and should be 
of higher research priority (Theisen et al. 2011; Mach et al. 2019).

For example, Feitelson, Tamimi, and Rosenthal (2012) examine the tension 
over freshwater between Israel and Palestine and argue that a resource-induced 
conflict is unlikely. They point out that Israel, due to its strong state capacity and 
high economic development, is able to address the potential damage caused by 
climate change through desalination and other public polices and thus mitigate 
the problem of resource scarcity. They further suggest that although climate 
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change could affect Palestinian farmers, urban populations are unlikely to be 
affected. Hence they conclude that climate change is unlikely to cause conflict 
between Israel and Palestine directly.

Similarly, Theisen, Holtermann, and Buhaug’s (2013) research on drought and 
civil conflict in Africa reaches a similar conclusion, indicating that drought has 
no direct relationship on conflict onset. Instead, political exclusion plays a far 
more influential role. Likewise, Koubi, Bernauer, Kalbhenn, and Spilker (2012) 
question the causal pathways between climate change (deviations in temperature 
and rainfall), economic growth, and civil conflict.

Moreover, some scholars point out that the relationship between environ-
ment and war is not empirically robust or consistent (Buhaug 2010; Theisen, 
Gleditsch, and Buhaug 2013; Koubi et al. 2014; Wischnath and Buhaug 2014). 
Theisen et al. (2013) present a comprehensive review on recent studies on envi-
ronment and conflict, including climate variability, natural disasters, and forced 
environmental migration. They find that empirical evidence in this field appears 
to be inconsistent and they argue that better theories and empirical modeling are 
needed. Similarly, Wischnath and Buhaug (2014), focusing on Asia, contend 
that there is little evidence supporting the climate-conflict argument. In their 
research empirical results are sensitive to research design, suggesting that the 
effect of climate variability on conflict found in other studies is not systematic 
or  generalizable. Buhaug (2010) also challenges Burke et al.’s (2009) conclusion 
that warm weather leads to increased probability of civil war in Africa by apply-
ing a different research design, and he finds that Burke et al.’s (2009) results do 
not hold when alternative measures and model specifications are used. In short, a 
few scholars have pointed out that the effect of environmental changes on conflict 
is not empirically robust, and this field has not reached a consensus yet.

Civil war scholars have investigated many intervening variables between the 
environment and conflict, and they have done so in a much more systematic way 
than interstate scholars. Interstate conflict models that focus on the environment 
would benefit from the identification of factors that condition the relationships 
between resource competition, climate change, and war.

RESEARCH CHALLENGES

One reason that the relationship between environment and conflict is still debat-
able is that there are many research challenges in this field. One of the challenges 
is to disentangle the causal chain (Nordås and Gleditsch 2007). The most com-
mon causal chain, suggested by the literature of this field, starts from environ-
ment-induced resource scarcity, such as a shortage of food, freshwater, and other 
life essentials. Consequently, people who are affected by resource scarcity may 
fight over the remaining resources, or they have to leave the area. Migration 
could further result in resource competition in the receiving area as well as shift 
the demographic balance, creating conflicts between environmental migrants and 
host populations. However, testing this causal chain is extremely difficult.
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First, many factors could interact with the damage caused by environmental 
changes and conflict. Some states are more vulnerable to environmental changes 
than others due to natural conditions and lower economic development, and 
whether environmental changes would lead to conflict also depends on domes-
tic and international institutions. To draw conclusions on the underlying causal 
mechanisms between environment and conflict, one has to take these intervening 
variables into account. It is possible that environment does not have systematic or 
unconditional impact on conflict, but scholars need more comprehensive theories 
and better methods to incorporate interactive, contingent effects. Capabilities and 
institutions have different effects on escalation of diplomatic conflicts over riv-
ers and maritime areas, for example, but we know less about how these factors 
interact with environmental changes. If climate changes and climate volatility 
generate greater uncertainty over resource stocks, this could increase states’ 
incentives to capture neighboring territories and resources. By tracking environ-
mental changes to the onset of diplomatic conflicts more carefully, we can learn 
more about the causal pathways by which the environment leads to war.

Second, though migration can potentially cause conflict, research finds that 
environment-induced international migration does not occur very often (Raleigh, 
Jordan, and Salehyan 2008). Gray and Wise (2016) also find inconsistent pat-
terns of climate-induced migration across countries. This could be because the 
term environmental refugee is relatively new and the data are not fully collected, 
or because international migration is practically difficult for people affected by 
environment. Moreover, even if environment-induced migration does occur, 
it does not necessarily cause conflict. For instance, Reuveny (2007) examines 
thirty-eight cases of environment-induced migration across Asia, Africa, and 
America. He finds that nineteen out of thirty-eight cases exhibit conflict, among 
which only three cases are interstate conflict. In short, existing evidence suggests 
that more theoretical and empirical efforts are needed to demonstrate the causal 
mechanism between environment and conflict.

Third, another research challenge is methodological. As previously presented, 
empirical results of this field are mixed and sometimes contradict each other, 
and this situation could be partly attributed to methodological difficulties. 
Methodological difficulties, including endogeneity, nonlinear response, and poor 
controls (Burke, Hsiang, and Miguel 2015) could hinder scholars from observ-
ing real causal mechanisms. Among these difficulties, the endogenous problem 
probably receives the most attention because environment and human activity are 
hardly separable. This means that the causal pathways could go from conflict to 
environmental changes as well (see Miguel et al. 2004; Koubi et al. 2012). In fact, 
environmental changes, including environmental degradation, climate change, 
and extreme weather, are closely related to human activity, and environmental 
stress, militarized disputes, and political instability also reinforce each other 
(Salehyan 2008). Ignoring these intercorrelations and endogeneity implies that 
many models suffer from estimation bias and inaccurate forecasts.

On one hand, conflict can greatly lower the amount of available resources 
through accelerating environmental degradation such as the decline of arable 



 The Environment and Conflict 241

lands and freshwater that results in further resource scarcity. Afterward the 
decline in available resources can cause a new round of conflict. On the other 
hand, state capacity and political stability also affect the quality of weather data 
collected from governmental stations, which is another potential source of bias. 
For example, in a recent research study, Schultz and Mankin (2019) argue that 
temperature data are usually collected from local governments, whose capacity 
has a great influence on the quality of the data. They find that measurement error 
of weather data widely exists in sub-Saharan Africa due to political instability 
and low state capacity. After correcting for measurement error, the results show 
that the effect of temperature anomalies on civil conflict almost doubles. Though 
measurement error in climate data due to political instability may be less severe 
in other regions of the world, this source of estimation bias cannot be completely 
neglected.

Another issue involves multicollinearity and the use of confounding controls, 
where the impact of environmental variables is absorbed by control variables such 
as agricultural production and population (Burke et al. 2015). These control vari-
ables could be affected by environmental changes and are therefore endogenously 
determined. Including these control variables in the model may lead to incorrect 
predictions as well. Another methodological difficulty is the possibility of nonlin-
ear relationships. Nonlinear relationships are more commonly seen in research on 
water conflicts (Dinar 2009; Schmidt et al. forthcoming), but not fully accounted 
for in other research on environmental conflict. Hidalgo et al. (2010) demonstrate 
an invert-U shape relationship between rainfall deviation and agricultural income 
in Brazil, implying that the influence of climate change on economic growth 
may not be linear as some political scientists predict. However, most research on 
climate and conflict does not take nonlinear responses into consideration, which 
could also explain the inconsistent empirical evidence of this field.

FUTURE RESEARCH

Research on environmental causes of interstate conflict identifies several fac-
tors that increase risks for war, including resource scarcity, colder temperatures, 
and greater precipitation deviations from normal rainfall levels. Much of the 
interstate conflict literature focuses on water issues, such as water quantity or 
quality clashes in river basins or competition for oil, fish, and mineral resources 
in maritime zones. When these issues are highly salient, central to states’ security 
concerns, and connected to territorial disputes, the likelihood for repeated MIDs 
and wars is high. Yet the lack of water wars over freshwater shows that countries 
prefer to find cooperative and equitable solutions for sharing a resource essential 
to all human life.

Future research could help address questions raised by this literature. First, 
we believe that interdisciplinary research would be beneficial for better theory 
building. Research on the relationship between the environment and conflict asks 
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scholars to have a deep understanding of ecology, hydrology, and other social 
science disciplines. For example, a comprehensive analysis of water security 
issues requires profound knowledge from hydro-climatic aspects, eco-hydrolog-
ical aspects, economic aspects, and sociopolitical aspects (Ludwig et al. 2011). 
Interdisciplinary cooperation could be a bridge connecting scholars of different 
fields, which contributes to scientific synergies. It allows researchers to share theo-
ries and data, develop innovative methods, discuss research agenda, and provide 
opportunities for novel perspectives. For policymakers, facilitating interactions 
between natural science and social science will also increase the adaptabilities to 
future challenges of environmental changes.

Second, the quality of empirical analysis could be significantly improved 
through fine-grained, georeferenced data. Geospatial data could provide more 
information at the local level, allowing for in-depth theory testing (Raleigh and 
Urdal 2007). This is important because environmental changes, such as soil 
degradation and water scarcity, usually happen at a local level instead of a state 
level. Using states as the unit of analysis may hinder scholars from observing 
subnational heterogeneity and lead to inaccurate research conclusions. In fact, 
geospatial data has benefited other international fields, such as civil war research, 
but it is largely neglected in environmental war research. This is partly because 
geospatial data on environment are very limited so far. Though raster data can be 
found from the United Nations Environment Program, which Raleigh and Urdal 
(2007) use, this data set is far from complete. It is important for researchers to 
collect high-quality, relatively complete, and recent geospatial data to conduct 
future research, and this task requires interdisciplinary cooperation as well.

Finally, environmental factors could be connected more explicitly to existing 
war theories. Do countries have diversionary incentives for war when facing sev-
eral environmental shocks at home? When natural disasters occur in the context 
of rivalry, it could create an opportunity for a leader to divert the public’s atten-
tion away from a poor government post-disaster response. How do relative capa-
bilities influence the chances for war over environmental vs. nonenvironmental 
issues? The literature we reviewed shows that power preponderance may help 
prevent interstate conflict for some issues (territorial) but not others (maritime) 
and that different types of capabilities alter the chances for war distinctly (e.g. 
naval vs. air power). Why do democracies contend over some environmental 
issues (e.g. maritime) more than others (e.g. rivers) and how does this affect the 
prospects for democratic peace in the future? Why do regional and international 
organizations and treaties vary across different types of diplomatic issues and 
even among environmental issues? By making greater connections between 
existing theories of war and environmental variables, interstate war scholars can 
emulate the research by civil war scholars to better tease out the causal pathways 
by which resource scarcity and climate change may lead to violence. Given the 
accelerated pace of climate change, natural disasters, and resource scarcity for 
renewable (and nonrenewable) resources, such a focus in the war literature is 
much needed.
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NOTES

1. For an excellent review of the earlier literature on environmental conflict, see 
Gleditsch (1998).

2. See Koubi et al. (2014) for a review of the literature connecting renewable and non-
renewable resources to conflict.

3. Climate change refers to long-term changes in “mean conditions,” like increases in 
global temperatures, changes in annual precipitation, or rising sea levels, and changes in 
the intensity or frequency of natural disasters (Barnett and Adger 2007, 640). Climate 
variability (Koubi 2019) reflects short-term deviations of weather patterns from long-run 
means (e.g., floods, droughts, heat waves).

4. Our review draws upon civil war research, but we do not provide a comprehensive 
analysis of that literature. See Barnett and Adger (2007), Nordås and Gleditsch (2007), 
Salehyan (2008), Theisen et al. (2013), Burke et al. (2015), Sakaguchi et al. (2017), and 
Koubi (2019).

5. Hegre argues that population should be a standard control variable in interstate con-
flict models like it is in civil war models because size effects alter the relationship between 
other variables (e.g., power parity) and war.

6. Dinar’s dependent variable is a measure of river basin cooperation, thus the relation-
ship he observes between water scarcity and river cooperation is an inverted U.

7. In mixed relationships states are both upstream and downstream on the same river or 
the river forms the border. In sideways relationships two states share the same river basin 
but no water flows from one state to another (Brochmann and Gleditsch 2012, 522).

8. This includes homeland territory (vs. offshore), fishing (migratory), resource basis 
for claim, oil, strategic chokepoint, and territorial claim (Hensel et al. 2008).

9. Much of this literature focuses on intrastate conflict, which we do not cover in detail. 
In addition to the sources listed in endnote 4, see also Hendrix et al. (2014) for a review 
of the environment-conflict civil war literature.

10. See the Intergovernmental Panel on Climate Change’s 2001 Synthesis Report, 
https://www.ipcc.ch/site/assets/uploads/2018/05/SYR_TAR_full_report.pdf.

https://www.ipcc.ch/site/assets/uploads/2018/05/SYR_TAR_full_report.pdf
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Chapter Fourteen

Leaders and War
Scott Wolford

Leaders, their incentives, and their personalities suffuse popular explanations for 
war. The War of 1812 was “Mr. Madison’s War,” the Mexican-American War “Mr. 
Polk’s,” and Woodrow Wilson decided almost unilaterally when and how the United 
States joined the First World War. Saddam Hussein attacked Iran in 1980 in hopes 
of destabilizing Ayatollah Khomeini’s new theocratic regime. Popular accounts attri-
bute Britain’s response to Argentina’s 1982 occupation of the Falklands to Margaret 
Thatcher’s “iron” will. Bill Clinton’s political opponents accused him of launch-
ing airstrikes on Iraq, Sudan, and Afghanistan to distract the public from domestic 
scandals. And it remains easy to debate whether a counterfactual President Al Gore 
would have launched the same Iraq War that George W. Bush initiated in 2003.

Popular narratives aside, the role of individual leaders in shaping patterns of 
war and peace has only recently received mainstream scholarly attention. This is 
due in large part to Waltz’s (1959) influential conceptualization of three “images” 
of international politics: human nature, political institutions, and the international 
system. Waltz favored the third, which emphasizes strategic interaction in the 
absence of meaningful restraints on the use of military power. Yet how states 
leverage that military power, as well as what issues they pursue, against whom, 
and whether they ultimately go to war over those issues depends on how they are 
organized (i.e., their political institutions) and who leads them. This chapter sur-
veys how the recent focus on leaders as units of both analysis and observation has 
advanced—and can continue to advance—our understanding of the causes of war.1

States change leaders more often than they change political institutions, 
neighbors, alliances, and rankings in the global power hierarchy (Chiozza and 
Goemans 2011, 200). Figure 14.1 plots the number and proportion of states 
experiencing at least one instance of leader change per year from 1875 to 2015.2 
In some years dozens of states see incumbents replaced, often as a result of war, 
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whether at the hands of conquerors or their own constituents (Bienen and van 
de Walle 1991; Chiozza, Giacomo, and Hein E. Goemans, 2004b). On average, 
the international system has seen roughly twenty-four states experience leader 
turnover per year, which is good for about one quarter of the international system 
per year.3 But without data of scope comparable to that available for system- 
and state-level concepts (see Bennett and Stam 2004), the relationship between 
leader-level variables and war could at best be measured in case studies. Small 
samples, however, bias analyses in favor of finding that leaders do matter, attenu-
ating the metaphorical regression line, overweighting case-specific and idiosyn-
cratic factors (like individuals’ foibles and personalities) and underweighting 
systematic factors (like the distribution of power). This lack of data also limited 
the scope and stifled the growth of leader-level theorizing, as scholars looked to 
background, psychology, or ideology with limited examination of how leaders 
interact with their domestic and international political environments.

Recent years have seen this void filled by data describing (a) the means by 
which leaders enter and leave office (Goemans, Gleditsch, and Chiozza 2009), 
(b) leaders’ domestic coalitions (Mattes, Leeds, and Matsumura 2016), and (c) 
their personal biographies (Ellis, Horowitz, and Stam 2015), allowing scholars 
to estimate models of conflict that place leader-level variables like time in office, 
political support, and personal background on the same footing as traditional 
state- and system-level variables like regime type and relative power. Leaders are 
no longer relegated to the error term of quantitative international relations (IR). 
Indeed, Chiozza and Goemans (2011, 201) show that leaders account for roughly 
one-third of the variation in yearly conflict outbreaks over the twentieth century—
a larger share than variables measured on either countries or international systems.

Figure 14.1. Number and Proportion of States with Leader Turnover by Year: 1875–2015.
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These new data on leaders have also allowed us to choose the correct unit 
of observation for leader-centric theories, like those in the diversionary war 
tradition, that depend explicitly on divergences between the private and public 
costs and benefits of war (Chiozza, Giacomo, and Hein E. Goemans, 2004b, 
604). Ensuring consistency between units of analysis and units of observation 
is no small thing: failing to account for leaders’ private and public incentives 
can encourage misleading inferences about when and how leaders use war to 
ensure political survival (Chiozza and Goemans 2011) and about whether and 
where reputations form in international politics (Wolford 2007, 772–75; Wu and 
Wolford 2018). New theories have followed that try to make sense of how leaders 
constrained by institutions and relative power hope to stay in office, and how they 
are variously inclined to use military force to fit into the international system.

The modern literature on leaders and war has developed around two ques-
tions.4 First, how do political survival motives influence leaders’ decisions for 
war? Second, how are states’ decisions for war shaped by which leader holds 
office? The first explores how political institutions shape the attractiveness of war 
for survival-minded leaders, abstracting away from individual differences. The 
second abstracts away from institutions to highlight how variation in personal 
attributes like personal experience, psychology, and ideology create variation in 
preferences over war and peace. Individual leaders are the units of analysis and 
observation in both approaches, but political institutions carry the explanatory 
weight in the first and individual preferences carry it in the second.

Differences between the two approaches are easily highlighted by how they 
handle risk acceptance: the political survival approach shows how domestic 
institutions can encourage otherwise cautious but survival-minded leaders to 
accept the gamble of war (Goemans and Fey 2009), and the personal biography 
approach explains why some leaders accept the risks of war regardless of political 
institutions (Horowitz, Stam, and Ellis 2015, chapter 1). That distinction aside, 
the same variables can represent different concepts in each approach; time in 
office can represent political security (Chiozza, Giacomo, and Hein E. Goemans, 
2003, 2004a) in the political survival approach and either experience (Potter 
2007) or accumulated information (Wu and Wolford 2018) in the personal attri-
bute approach. This division is ideal-typical, and some work surely blurs it, but 
it’s useful as an organizing principle.

In what follows I summarize and assess the contributions of the political survival 
and personal attribute approaches to our knowledge about the outbreak of war.5 
Both bodies of literature have generated more stylized facts than we can currently 
explain, and I highlight the need for theory to keep pace with the rapid produc-
tion of empirical generalizations. I then describe a route forward for leader-centric 
research that integrates leader-level variables with coherent, strategic theories of 
war—several of which are available off the shelf. Adopting such a theoretical disci-
plining device, one that connects variables measured on leaders to well-understood 
concepts in theoretical models of war, is an important next step in showing not only 
that leaders matter but why they matter. I close with an argument that research on 
leaders and war will advance only to the extent that it heeds Waltz’s (1959) warning 
that we not ignore the strategic interaction that defines the international system—a 
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critical element in placing leaders’ personal attributes and political incentives on 
sound substantive footing as factors explaining war and peace.

STAYING IN OFFICE

The political survival approach isolates tensions between a leader’s private inter-
est in retaining power and the public’s interest in avoiding costly, destructive war.6 
If conflict offers leaders opportunities unavailable in peacetime to improve their 
chances of political survival, then war may not be inefficient—indeed, it can look 
like a consumption good—for the very leaders who make ultimate decisions over 
war and peace (Chiozza, Giacomo, and Hein E. Goemans, 2004b). Leaders are 
“interchangeable” in this approach (Carter and Chiozza 2018: 9), an important step 
for isolating the effects of political survival incentives on war from alternatives.7

Differences in leader behavior are a function of political institutions, which 
link political survival to international conflict by (a) identifying who can remove 
the leader from office, (b) determining the ease with which those who wish to 
replace the leader can do so, and (c) shaping the credibility of commitments not 
to kill, jail, or otherwise punish deposed leaders. When success bolsters their 
survival and defeat undermines it, and when losing office means losing life 
and liberty, the private benefits of retaining office can, under some conditions, 
encourage leaders to embark on wars for which state-centric approaches cannot 
account. However, one key premise—which institutions render political survival 
more sensitive than others to war outcomes—remains contested.

DIVERSIONARY WAR

That leaders might use force abroad to divert attention from trouble at home, 
whether by taking advantage of in-group/out-group biases or by demonstrating 
competence, is a venerable idea in both political science (see Levy 1989) and 
everyday opposition politics.8 Yet empirical support for such a pattern is (at 
best) mixed across different models, data, and measurement strategies. Some 
studies find evidence for diversionary wars, others no evidence. There’s no 
empirical consensus on the question the way there is over, say, neighbors being 
more likely to fight one another than non-neighbors (Vasquez 1995).9 But with 
the advent of improved data and theoretical precision, recent work has shown 
that diversionary war is less a function of electoral politics in democracies, an 
original source of inspiration for the theory, than of the personal costs of losing 
office in nondemocratic countries. When the private stakes of retaining office are 
low—i.e., when losing office is not that painful—the costs and risks of war loom 
large, especially when cheaper means of boosting popularity—like economic 
policy—are available (Arena and Bak 2015). But when the private stakes are 
high, as they are when leaders can expect exile, jail, or death after leaving office, 
“fighting for survival” or “gambling for resurrection” can make sense (Goemans 
2000; Chiozza and Goemans 2011). Yet high private stakes for officeholding are 
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typically associated with nondemocratic countries, where losing office means 
losing one’s freedom and access to rents or (at the extreme) one’s life (Goemans 
2008).10 In democracies, by contrast, losing office is on average less painful, and 
diversionary incentives may be too obvious to the public (or, at least, a pivotal 
voter) to reap political rewards (Mitchell and Prins 2004).

The key explanatory concept in theories of diversionary war is an incumbent’s 
risk of losing office, which pushes leaders to engage in diversionary behavior.11 
Most work measures diversionary incentives with indicators of economic troubles 
like unemployment, inflation, and the misery index (Mitchell and Prins 2004; 
Mitchell and Thyne 2010) or changes in gross domestic product (GDP)  (Leeds 
and Davis 1997; Johnson and Barnes 2011); domestic unrest (Dassel and Reinhardt 
1999; Haynes 2016); approaching elections (Stoll 1984b); and declining support 
among either the executive’s co-partisans (Morgan and Bickers 1992; Meernik and 
Waterman 1996) or the public at large (Ostrom and Job 1986). Yet most of these 
studies take the state, not the leader, as the unit of observation, introducing potential 
error that leader-centric work has sought to correct. Chiozza, Giacomo, and Hein E. 
Goemans, (2003, 2004a) address this problem by estimating the contemporaneous 
risk of losing office on a sample of leader-years, finding that (a) conflict is more 
likely when leaders are secure (rather than insecure) in office, but (b) political inse-
curity is associated with the outbreak of interstate conflict for nondemocratic coun-
tries.12 Sampling on leaders also allows the authors to show that conflicts launched 
from positions of political insecurity are associated with better political survival 
prospects in nondemocratic countries, adding evidence for the theory’s explanatory 
value that could not have been recovered from a sample of states.13

Recent studies show that diversionary wars are rarest when the conventional 
wisdom most expects them, yet space remains for theoretical development. Good 
theories tell us both why things happen and where to look for evidence that they 
happen. Tarar’s (2006) formalization of diversionary theory inside a standard 
bargaining model of war, which explicitly models strategic interaction, is illus-
trative. The analysis shows that the appeal of diversion, which he conceptualizes 
as a means of proving foreign policy competence, depends on the strength of the 
potential target; beating a weak opponent does not reveal much, while beating 
a stronger one signals competence but is less likely to come off successfully. If 
diversion is to happen, it has to be against a rough military equal—and not all 
states can just choose a target given that it’s typically hard to project force out-
side one’s immediate neighborhood (Lemke 2002, chapter 4). The occurrence of 
diversion should also be conditional on the anticipated costs of war, the value of 
the international status quo, and (critically for the personal attribute approach) 
who is expected to replace the incumbent.14

Finally, Tarar shows that strategic conflict avoidance, by which foreign states 
try not to run afoul of leaders with diversionary incentives (see, e.g., Smith 1996a; 
Leeds and Davis 1997), may not be all that prevalent as an explanation for the 
absence of a relationship between political insecurity and conflict. First, dissatis-
fied foreign opponents, like the rivals in Mitchell and Prins’s (2004) story, can still 
profit from challenging an incumbent with diversionary incentives. And second, 
when the benefits of officeholding are sufficiently large, then no deal can prevent 
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the incumbent from launching a war. As I discuss later in this chapter, exercises 
like Tarar’s are useful for clarifying when and where we should be able to observe 
leader-specific processes in the historical record.

DOMESTIC INSTITUTIONS AND WAR

The political survival approach also promises an improved understanding of 
the link between domestic institutions and war. Assuming that leaders wish to 
stay in office, regime types determine both (a) the extent to which leaders are 
removed after losses and retained after victories, which we can call accountabil-
ity or vulnerability, and (b) the credibility of commitments not to punish them 
after removal. The empirical patterns to be explained, at least those relating to 
conflict behavior, are well established, from the dyadic democratic peace (Bueno 
de Mesquita et al. 1999), to high rates of democratic military victory in interstate 
war (Reiter and Stam 2002), to dispute initiation rates among autocratic regime 
types, some of which are indistinguishable from democracies (Weeks 2012).15 Yet 
this cluster of studies does not make a common set of assumptions about which 
institutions make political survival more sensitive to war outcomes, and therefore 
which leaders’ decisions are driven by and which are free from concerns about 
retaining office. The challenge in moving this literature forward, I argue, lies in 
rethinking how we think about regime types and accountability.

The conventional story has leaders whose political survival is more sensitive 
to war outcomes giving battle with greater selectivity and making more sub-
stantial war efforts when they do fight, all in the service of avoiding political 
punishment—i.e., removal from office. Some scholarship identifies high levels of 
accountability with democracies (e.g., Bueno de Mesquita et al. 1999; Reiter and 
Stam 2002). Weeks (2008, 2012), however, argues that some autocrats—espe-
cially those in civilian regimes with strong institutions—are equally accountable. 
In analyses of conflict initiation, she finds that democrats and politically account-
able autocrats are indistinguishable; personalist dictators and military regimes, 
though, appear uniquely violent. Debs and Goemans (2010) establish a similar 
set of patterns but explain them differently, assuming that autocrats face more 
painful post-tenure fates and that democrats’ political prospects are less sensitive 
than autocrats’ to war outcomes. Both sets of assumptions imply similar sets of 
facts—though Weeks (2012) is largely silent on the democratic peace, in contrast 
to Debs and Goemans (2010)—but they proceed from different assumptions 
about the sensitivity of democratic leaders’ political survival to war outcomes. 
How can we adjudicate between them?

Scholars have attempted to answer this question by modeling survival pros-
pects as a function of war outcomes. Challenging the standard account, Chiozza, 
Giacomo, and Hein E. Goemans, (2004b) find that autocratic leader tenures are 
more sensitive on average to war outcomes than democratic tenures. Debs and 
Goemans (2010) replicate this pattern and explain it by noting that the costs of 
removing democratic leaders—and thus their chances of survival after any war 
outcome—are always low, while defeat can change the costs of removing an 
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autocrat more substantially. Croco and Weeks (2016), however, argue that analy-
ses must account for both culpability for the war and vulnerability to removal, 
generating a set of patterns in which leaders in democracies, as well as autocra-
cies with strong institutions, are equally sensitive to war outcomes on average. 
Autocrats overseeing weak institutions, meantime, are the least sensitive. Finally, 
Carter (2017) shows that whether observable differences exist between demo-
cratic and autocratic survival depends on the extent of military mobilization; only 
for war efforts large enough to distort politically popular domestic spending, like 
the social safety net, do we observe differences across regime type. And when 
we do, democracies come out the more sensitive in the empirical record.16 Which 
regime types (if any) pose greater risks for leaders who lose wars or promise 
greater rewards for leaders who win them remains an open question.17

How we specify models of political survival shapes how we explain the rela-
tionship between regime type and leaders’ decisions over war and peace. Given 
that competing theories make similar predictions about the democratic peace 
and the conflict behavior of autocratic regimes, it makes sense to look for places 
where predictions diverge. Yet several obstacles stand in the way of making such 
a judgment. First, Debs and Goemans (2010), Croco and Weeks (2016), and 
Carter (2017) each rely on different samples, definitions of war (and conflicts 
short of war), and operationalizations of conflict outcomes. These decisions entail 
assumptions that rest on equal logical footing, so it is not possible to tell why any 
two studies yield different results.18

Second, each analysis treats the occurrence of war as randomly distributed 
among the explanatory variables (regime type, culpability, vulnerability, mobi-
lization, etc.), which no associated theory predicts to be the case. Croco (2011), 
for example, finds that culpable leaders do better on average in war and that non-
culpable leaders do not get punished for losing, but the statistical model assumes 
culpability to be randomly assigned. Weisiger (2016), however, finds that autoc-
racies facing worsening battlefield situations are more likely than democracies to 
replace culpable leaders with non-culpable leaders. This should make autocrats 
look less sensitive than they really are in observational data, indicating that selec-
tion bias may not work in the way that Croco and Weeks’s (2016) interpretation 
requires, where democrats risk only defeats for which they will not be sensitive.19 
We might try to isolate close calls, where the outcome of the war was nearly a 
coin flip ex ante, but democratic advantage models (e.g., Bueno de Mesquita et 
al. 1999; Reiter and Stam 2002) predict that democracies should be underrepre-
sented in “fair” fights. Unexpected or surprising war outcomes may also be useful 
(see Blimes 2009), but they would suffer from similarly biased distributions of 
regime types. Therefore, with endogenous rates of initiation shaping the distribu-
tion of war outcomes, it is not clear that extant work can recover each regime 
type’s “true” sensitivity.

This is not to say that relative sensitivities are unimportant. But scholars can 
profit more from trying to explain relative sensitivities as part of the same process 
that explains the outbreak of war. The debate plays out over analyses of observa-
tional data, which all participating authors recognize to be plagued with strategic 
selection bias (cf. Schultz 2001a) even as they disagree over the direction in which 
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it ought to work (Debs and Goemans 2010, 434; Croco and Weeks 2016, 593–94). 
Yet in whatever direction the bias works, the fact remains that each set of compet-
ing claims about political survival and conflict behavior predicts that evidence for 
relative sensitivity should be unobservable (i.e., off the equilibrium path).

Observed rates of conflict initiation and political survival are products of the 
same data-generating process. No participants in the debate dispute that, yet it 
should give us pause in taking observed rates of sensitivity as representative of 
underlying rates of sensitivity. It will prove more fruitful to develop compet-
ing theories further—say, by integrating them into explicit theories of war (is 
more later in this chapter)—to see where they differ in their observable implica-
tions, both of which would entail hypotheses about rates of initiation and rates 
of postwar survival. This approach would allow scholars to see which model’s 
predictions do better across multiple outcome variables, including rates of both 
conflict and postwar political survival, giving us more information with which to 
update our beliefs about the link between political survival and war. It is time to 
let assumptions be assumptions and predictions be predictions.

WHO IS IN OFFICE?

The personal attribute approach abstracts away from institutions and political sur-
vival to isolate variation in leaders’ individual biography, psychology, and ideology. 
Whether personal attributes render leaders willing to take greater risks (Horowitz et 
al. 2015), use force in general (Carter and Smith 2020), or stay the course through 
destructive conflicts (Dafoe and Caughey 2016; Kertzer 2016), they influence the 
leaders’ war payoffs, which we can shorthand as their preferences.20 If successive 
leaders of the same state evaluate war and peace differently, then leadership turnover 
can produce changes in foreign policy independent of political institutions. Therefore, 
it matters not only who leads but also how incumbent leaders’ preferences differ from 
(a) their predecessors and (b) their likely successors (Wolford 2012, 2018).21

Leadership turnover can shape patterns of war and peace both after (ex post) 
and before it happens (ex ante). Leaders exercise wide agency in personal attribute 
research (Horowitz and Fuhrmann 2018, 2073), which helps explain variation 
within the same set of political institutions. Yet focusing on personal attributes also 
risks eliding strategic interaction in favor of idiosyncratic behavioral tendencies, 
a problem that looms large over studies of reputation, yet is only rarely addressed 
(Krcmaric, Nelson, and Roberts 2020).

LEADER CHANGE EX POST

Most personal attribute work isolates the ex post consequences of leadership 
turnover, explaining the onset of disputes and their escalation to war with refer-
ence to leaders’ formative personal experiences (biography, e.g., Horowitz and 
Stam 2014); dispositions, pathologies, and personality traits (psychology, e.g., 
Yarhi-Milo 2018); and beliefs about how the world works and relevant political 
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cleavages (ideology, e.g., Palmer, London, and Regan 2004; Saunders 2011; 
Bertoli, Dafoe, and Trager 2019). Unifying these approaches, Carter and Smith 
(2020) measure leaders’ personal hawkishness as a function of biography, politi-
cal preferences, and psychological traits with a Bayesian latent variable model.

Other personal attribute work explores the consequences of individual prefer-
ences in the context of leadership turnover, which brings to office new incum-
bents with incentives to bolster their reputations for either resolve or reliability 
(Wolford 2007; Gibler 2008; Dafoe 2012; Lupton 2018a, 2020; Wu and Wolford 
2018). The first batch of studies has produced several stylized facts about which 
leaders are more likely than others to initiate militarized disputes, establishing 
that even if the content of foreign policy does not change when leaders take 
office, the means by which those policies are pursued manifestly does.22 The sec-
ond batch hints at a way to improve our ability to explain why particular leader 
attributes are associated with the outbreak of war.

Leader attribute research has established several empirical patterns. First, lead-
ers see more conflict when they lack experience (Potter 2007; Bak and Palmer 
2010), grow older in democracies and mixed regimes (Horowitz, McDermott, 
and Stam 2005), served in the military yet did not experience combat (Horowitz 
et al. 2015), are believed to be “mad” (McManus 2019), or participated in a rebel-
lion (Colgan 2013; Horowitz et al. 2015).23 Non-Western leaders who attended 
universities in Western democracies are also less likely to initiate military dis-
putes than those who didn’t (Barceló 2020). With respect to psychology, leaders 
are more likely to choose war when they value social capital (Yarhi-Milo 2018) 
or honor (Dafoe and Caughey 2016) and when they inherently seek excitement 
(Gallagher and Allen 2014).

Evidence for gender differences, which implicates both biology (McDermott 
and Cowden 2001) and other leaders’ beliefs about gender (Reiter and Wolford 
2019), is less consistent (Horowitz et al. 2015).24 It’s hard to tell if the apparent 
lack of difference between male and female leaders emerges because (a) there 
are too few observations of female leaders, (b) women who show traditionally 
masculine traits are the only ones to rise to power, or (c) women tend to come to 
power in violent international neighborhoods.25

Individual beliefs are also important; leaders representing right-leaning parties 
(Palmer et al. 2004; Bertoli et al. 2019) and those who see foreign threats as ema-
nating from other states’ politics (Saunders 2011) are uniquely willing to use force, 
and in the latter case expansive war aims, to realize their objectives.26 Finally, 
Carter and Nordstrom (2017) leverage several measures of leader preferences 
to challenge the conventional understanding of how political survival incentives 
influence democracies’ conflict behavior. When doves become lame ducks (i.e., 
legally barred from reelection), their rate of conflict initiation drops significantly. 
Hawks, though, are neither more nor less likely to initiate conflicts than lame 
ducks, suggesting that doves mask their preferences when they care about political 
survival, mimicking hawks in order to win elections (cf. Schultz 2005).27

The foregoing work focuses on observable elements of leaders’ willingness to use 
force. Preferences, though, are subjective, unobservable to both other leaders and the 
analyst. That gives (a) leaders opportunities to misrepresent their preferences and 
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(b) opponents reason to doubt leaders’ claims about their willingness to use force. 
Foreign states (as well as the analyst) can use observable factors like those identified 
earlier in this chapter to make guesses about who is likely to use force and who is 
not, but new leaders also come to power with private information over precisely how 
willing they are to wage war. Wolford’s (2007) model of repeated crisis bargaining 
links this uncertainty over leaders’ subjective estimates of the costs of fighting to the 
private information explanation for war (Fearon 1995, 395–401).

By tying reputations to leaders, not states, the model resolves puzzles about the 
apparent lack of connection between past actions and present outcomes (see also 
Dafoe 2012; Lupton 2018a, 2018b, 2020; Renshon, Dafoe, and Huth 2018). In stark 
terms, it shows that state-level work often looks for evidence with the wrong unit of 
observation (e.g., Press 2005). The key empirical implication for ex post turnover is 
that new leaders have incentives to fight, and their opponents have incentives to stake 
out aggressive bargaining positions that make new leaders more likely to fight—the 
former to cultivate a resolute reputation and the latter to force the revelation of 
information. This results in turnover-driven temporal cycles, such that disputes are 
most likely to escalate early in leaders’ tenure and less so over time. Wu and Wolford 
(2018) recover the pattern empirically, finding it to be strongest among rival dyads 
and neighbors, precisely those states that expect sufficient future interactions to make 
reputation building worth the costs. The core insight about new leaders and uncer-
tainty has held up across models of the duration of militarized disputes (Smith and 
Spaniel 2019), the onset of arms races (Rider 2013), and the imposition of economic 
sanctions (Spaniel and Smith 2015).28 This empirical progress, it is worth noting, fol-
lowed a process that linked leaders to a coherent, fully strategic model of war.

Caution is still warranted when it comes to interpreting the stylized facts gener-
ated by the ex post turnover literature. First, though the political survival literature 
is built around the idea that leadership turnover can be endogenous to conflict, 
personal attribute studies tend to assume that leaders come randomly into office—
a potentially significant hurdle to inference when specific observable traits, as 
opposed to uncertainty around those traits, is a key explanatory factor. Krcmaric et 
al. (2020) identify several inferential hurdles posed by “personal biography” work, 
including (a) leader turnover and outcome variables caused by the same unmod-
eled factor; (b) exogenous changes that put new leaders into power and change the 
values of variables related to war, like the makeup of the domestic support coali-
tion (Leeds, Mattes, and Matsumura 2016); (c) leaders with certain backgrounds 
being chosen by constituents in preparation for looming war; and (d) self-selection 
into socializing experiences, like military or educational institutions, that appear to 
shape the willingness to use force. Some studies are more vulnerable than others 
to these problems, but all should be wary of them.

Second, much of the empirical work on leader backgrounds models the initia-
tion of low-level conflict, like militarized interstate disputes (Palmer et al. 2020), 
with leader backgrounds linked to a concept like risk attitude (Horowitz et al. 2015, 
27–31). Yet absent a coherent theory of how disputes escalate to war—i.e., one that 
links leader biography, psychology, or ideology to either some bargaining friction 
or some identifiable parameter in such a model—it’s not clear how to interpret these 
results. Hawkish leaders may initiate disputes, but are disputes initiated by hawkish 
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leaders more or less likely than others to escalate to war? The answer is not straight-
forward: in an asymmetric-information crisis bargaining model (e.g., Fearon 1995), 
with one informed and one uninformed player, the probability of war decreases in 
observable elements of the informed player’s resolve, yet increases in observable 
elements of the uninformed player’s resolve, regardless of which side initiates the 
dispute.29 This illustrates a simple yet important point:

Individuals may be faced with uncertainty about the consequences of their choices, 
so their choices are not implied in any straightforward way by their preferences over 
final outcomes. (Wagner 2001, 5)

Different models give different answers to those questions based on the issues at stake 
and the bargaining frictions that cause war. Yet most empirical work in this branch 
of the literature has yet to take advantage of strategic theories of war, leaning instead 
on implicitly decision-theoretic accounts that elide the strategic interaction inherent 
to the conflict process. Answering these questions, specifying when certain attributes 
push leaders to war and when they do not, is the essential next step. The personal 
attribute approach will improve only to the extent that it can place the leader agency 
that is its strength inside theories of why leaders take their states to war.

LEADER CHANGE EX ANTE

Fewer studies consider the effects of anticipated leader change on the present 
chances of war. They are based on the very same insight that makes turnover 
important ex post—incumbent leaders are rarely bound by their predecessors to 
particular bargaining positions—yet they challenge our understanding of how 
leaders matter. Some even identify threats of omitted variable bias in studies of 
ex post leader change. Reputation work in the ex post literature recognizes that 
leadership turnover can create information problems, but the ex ante perspective 
highlights how anticipated leadership turnover can create commitment problems 
based on purely observable factors like those identified in the ex post literature. 
To wit, an incumbent’s satisfaction with the status quo provides no reliable guide 
to their successor’s satisfaction, and changes from one leader to another are both 
rapid (i.e., discontinuous) and potentially large enough to cause preventive war 
(Powell 2006; Wolford 2018). Ease of identifying the bargaining problem not-
withstanding, this nascent branch of the literature suffers from obstacles to data 
collection and measurement. Intelligence agencies specialize in judgments over 
who is likely to succeed the leaders of rival states and how those successors are 
likely to behave (Wolford 2012, 517–18), but systematic data collection on the 
shadow cast by incumbents’ successors does not exist, saddling this branch of 
the literature with some of the same problems of small-sample observation that 
plagued the literature before the arrival of extensive leader-level data.

Most work in this vein remains theoretical. Schultz’s (2005) model of trust and 
cooperation identifies an incentive to keep leaders from dovish factions in office 
if it means forestalling the arrival of a hawk. Two related models by Wolford 
(2012, 2018), which like Schultz incorporate endogenous turnover, generate 
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insights based on foreign states comparing a future with today’s incumbents to 
future with their potential successor. First, when doves wait in the wings, foreign 
states may wait out a hawkish incumbent, refusing to negotiate in anticipation 
of an agreeable successor. Nikita Khrushchev’s refusal to negotiate over Francis 
Gary Powers’s freedom is a case in point; disinclined to give Vice President (and 
presidential candidate) Richard Nixon a foreign policy victory, he stalled until 
John Kennedy won the election of 1960 (Khrushchev 2000).

Second, when hawkish successors wait in the wings, two different outcomes are 
possible. When war can not lock in settlements, foreign states may grant ostensi-
bly unnecessary concessions to keep doves in office, as the United States did to 
bolster Boris Yeltsin in Russia’s 1996 presidential election (Wolford 2012, 523–
25). But when war can insulate settlements against a hawkish successor’s renego-
tiation, foreign states may attack dovish incumbents to seize what they can ahead 
of impending leader change, as the Balkan League did in the face of the Ottoman 
Empire’s temporary weakness in 1912 (Wolford 2018, 178–82). Both Schultz 
(2005) and Wolford (2012, 2018) show that the shadow of an incumbent’s succes-
sor can upend conventional expectations over the link between leader preferences 
and war. Doves, in particular, can find themselves embroiled in wars because of 
the shadows cast by hawkish successors. This poses a problem of omitted variable 
bias in models that link leader preferences to war, because increasing incumbent 
dovishness can appear to lead to increasing rates of conflict. Like reputation stud-
ies in the ex post turnover literature, these models tie leader-level variables to 
coherent theories of war, and they indicate that observed relationships between 
leader preferences and conflict can be misleading—unless analysts consider which 
bargaining problems plague negotiations between the leaders under observation.

The ex ante turnover literature has yet to see its empirical implications exam-
ined in large samples. For many cases, the data simply do not exist. One pos-
sibility for indirect measurement is to examine what happens to term-limited 
leaders once their successors become known—i.e., for those periods during which 
democracies have both presidents/prime ministers and presidents/prime ministers-
elect.30 Measures of incumbent hawkishness-dovishness can also be useful as 
they approach the limits of observed distributions; a very dovish leader is likely 
to be followed by a relative hawk, and vice versa.31 Data limitations aside, the ex 
ante perspective sheds light on important historical cases, from Iraq’s attempts to 
unseat Iran’s new revolutionary regime in the early 1980s (Wolford 2012, 525–26) 
to the United States’ gentle handling of Yeltsin’s Russia, challenged electorally by 
both Communist reactionaries and virulent nationalists, in the mid-1990s.

The literature on domestic policy insulation may, however, offer some insights. 
Domestic factions are likely to engage in costly policy insulation, which has an 
obvious parallel in interstate war (Powell 2004), when they are sufficiently dif-
ferent from other parties and when they are unlikely to be in power again (de 
Figueiredo 2002). But until improved measures of the successor’s shadow exist, 
the ex ante turnover literature will remain separated from the larger-sample ex 
post literature, even as it identifies grounds on which to challenge the latter’s 
unconditional relationships between leader attributes and war.
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CONCLUSION

New data have enriched the literature on leaders and war empirically, but the 
promise of integrating leaders into what we already know about war and peace 
has been only inconsistently realized. The development of theory has not kept 
pace with the production of stylized facts, and closing that gap should be a prior-
ity for future research. We have learned more about how variation in (a) the risks 
and consequences of losing office and (b) leaders’ biography, psychology, and 
ideology is associated with variation in the onset of international conflict. Yet 
the lack of consistently—or at least clearly—applied theories of war looms large. 
Without clarity on when we are using which theories of war, it’s difficult to com-
pare predictions across theoretical models and to say what we can learn from our 
empirical models, whether regressions or case studies. In the political survival 
approach, for example, a clear theory of war might help us sort out which regimes 
(if any) are consistently more likely to punish leaders for poor war performance, 
by giving us a better sense of what to expect in the observational data. Yet the 
very theories we use imply that this question cannot (yet) be settled empirically. 
There is no “empirical question” until we have a theory to tell us whether, when, 
and why any such question can be answered empirically. Likewise, in the leader 
attribute approach, tighter links between leader attributes and either (a) war pay-
offs or (b) specific bargaining problems can give us a better sense of how these 
attributes relate not just to the willingness to initiate a dispute but also to the 
strategic processes by which disputes escalate to war. We are increasingly con-
fident that political survival incentives and leader attributes matter for the onset 
of conflict, but we cannot be confident that we know why they matter without 
embedding them in a coherent theory of war.

Substantial empirical progress notwithstanding, patterns must still be orga-
nized, categorized, and ultimately explained. For that, we need not just con-
jectures about how leader-level variables might correlate with the outbreak of 
conflict, but also theories that tell us when, how, and why these variables are 
connected to each part of the conflict process. At the leader level or not, many of 
the concepts we care about when it comes to interstate war require a consider-
ation of state-level and systemic factors, from political institutions to alliances to 
the distribution of power. Thankfully, coherent strategic theories that can give us 
both sharper predictions and better explanations are available off the shelf; Tarar 
(2006) shows that the bargaining approach to war can make sense of the empiri-
cally messy diversionary war literature, and Wu and Wolford (2018) show that it 
can do the same for questions of reputation and war.

Horowitz et al. (2018) claim that “the dominance of the bargaining model of 
war … limited the viability of leader-level arguments” (2181), but this is inaccu-
rate. A charitable reading of their claim associates bargaining models with state-
centric models, but this is not the case; the political survival literature is built on 
the idea that leaders bargain on behalf of states, and the attribute literature teaches 
us the most when leader attributes shed light on how they bargain. We cannot 
make useful leader-level arguments about the outbreak of war without a coherent 
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theory of its origins, and the bargaining approach is uniquely suited to integrating 
multiple levels of analysis (e.g., Tarar 2006; Wolford 2007; Debs and Goemans 
2010; McDonald 2015; Wu and Wolford 2018). Ironic though it may sound 
coming from someone who produces leader-centric research, fruitful advance-
ment requires that the literature heed Waltz’s (1959) injunction to remember that 
strategic interaction is the key to understanding international politics. His “third 
image” may represent the international system, but that system defines strategic 
interaction in ways that singular focuses on bad regimes (the second image) and 
bad people (the first image) do not—and that a singular focus on individuals to 
the exclusion of their domestic and international environments risks doing again. 
Strategic interaction gives substantive meaning to the otherwise apolitical first 
image, defining who leaders interact (and thus fight) with and the personal risks 
they face in waging war. We should lose sight of neither.

NOTES

1. Readers will note that I have omitted a great deal of work on leaders—e.g., that 
related to operational codes (Walker, Schafer, and Young 1998). I have done this to ensure 
I can meet space constraints, but also because it is natural to draw connections between 
the quantitative literature on disputes and war, where most work has been in the past few 
years, and explicit theories of the conflict process. These omissions are unfortunate in a 
descriptive sense, but they fit less neatly into the story to be told about the recent explosion 
of quantitative leader-level data.

2. Data from Goemans et al. (2009) and Gleditsch and Ward (1999).
3. Also notable is that, as the number of states (and democratic states at that) has in-

creased and the number of interstate wars has fallen since 1945, so has fallen the rate of 
leader turnover.

4. Carter and Chiozza (2018) describe these two strands of literature as the “survival” 
and “personal attribute” approaches; Krcmaric et al. (2020) refer to the latter as “personal 
biography.” I adopt these categories as they accord with my description of what factors 
each approach holds constant and allows to vary. Horowitz and Fuhrmann (2018) identify 
“institutional leadership” and “leader attribute” approaches, a distinction that is not as well 
suited to my purposes.

5. I am neglecting a growing literature on how leaders shape intrawar politics (see, e.g., 
Stanley and Sawyer 2009; Croco 2011; Weisiger 2016), but the underlying mechanisms—
preferences, information, power, and political constraints—behave the same way before, 
during, and after conflict. Thus this chapter can still serve as a useful starting point for 
readers interested in those topics.

6. See Downs and Rocke (1994) for elaboration of this principal-agent mechanism, and 
Fearon (1995, 379n1) for a comparison to unitary-state models of war.

7. To be clear, I should note that no one who works in this tradition thinks that leaders do 
not have policy preferences; it is a matter of isolating and exploring the effects of survival 
incentives on behavior for later comparison to the effects of other incentives.

8. Chollet and Goldgeier (2008) document accusations from the opposition that Bill 
Clinton used force against Iraq, Afghanistan, and Sudan to distract from the Lewinsky 
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scandal and again against Iraq to boost his popularity before the election of 1996, among 
others.

9. Quite apart from disagreeing over whether diversion happens, scholars also disagree 
on what diversion is, as evidenced by the proliferation of proposed mechanisms, from out-
group bias to evaluations of competence to opportunities for wartime repression.

10. An exception in democracies would be cases where leaders face (a) post-tenure 
prosecution for crimes committed prior to or during their tenure or (b) prospective losses 
of significant rents derived from unpunished corruption.

11. It is not clear why this ought to be the case, though. Leaders have informational 
advantages over their publics (Downs and Rocke 1994), and if they know that some event 
will soon happen to lower their popularity, then they have incentives to divert before such 
an event happens, like leaders calling elections in political systems with flexible election 
timing (Smith 2003).

12. Leaders’ political prospects can also explain patterns of repression and dissent (Conrad 
and Ritter 2013) and choices of partners in military coalitions (Wolford and Ritter 2016).

13. Note that the authors’ prediction here is about whether leaders improve their sur-
vival chances on the equilibrium path—that is, in observational data—making for a crucial 
distinction (discussed at greater length in what follows) with broader debates about which 
regimes render leaders more sensitive to war outcomes than others (Debs and Goemans 
2010; Croco and Weeks 2016).

14. Mitchell and Thyne (2010), in fact, find that inflation is associated with the use of 
force only for high-salience issues—i.e., those for which the incumbent’s state has a low 
valuation of the status quo.

15. Not all political survival stories focus on regime type differences. Potter (2013) 
shows that American presidents are more likely to authorize “substantial” uses of force 
after larger margins of victory than after small ones. Carter and Nordstrom (2017) show 
that leaders facing term limits in democratic systems are not more likely to use force than 
those under electoral constraints, and in fact dovish leaders are less likely to use force than 
they are with an active electoral connection. Mandate sizes and term limits are explicitly 
leader-level institutional variables, yet they have received less attention than regime types.

16. In a sample of elections in the United States, the United Kingdom, Israel, and India 
after the Second World War, Arena (2008) finds that war outcomes only affect incumbents’ 
political survival if the opposition did not support the war, pointing to yet another obstacle 
to telling a straightforward story about regime type, war outcomes, and leader tenure.

17. Another possibility is that there may be no unconditional differences to uncover—
i.e., that political institutions have no independent effect on survival rates, only interactive 
effects. I have more than a sneaking suspicion that this is the case.

18. That would require all assumptions to be the same but for the one we would like 
to compare.

19. Further, if victory demonstrates competence, then Tarar’s (2006) results complicate 
the role of observed war outcomes still further; many may simply not reveal much about 
a leader’s competence or lack thereof.

20. Preferences are defined over outcomes fixed by the analyst. Whatever features play-
ers enter an interaction with can be described as part of their preferences, even if those 
features relate to the processing and interpretation of information.

21. Readers will note that I characterize work on leadership turnover as part of the per-
sonal attribute approach, whereas Horowitz and Fuhrmann (2018) do not. They contend 
that for this work, the fact of turnover matters more than differences in leader preferences. 
But here I note that differences in leader preferences make turnover consequential. If lead-
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ers could not differ in their preferences, then turnover would be relevant only to the extent 
that time in office shapes the risks of losing office—yet leader attribute work abstracts 
explicitly away from such differences. Therefore, when turnover matters solely as a func-
tion of differences in leader preferences (e.g., Wu and Wolford 2018; Smith and Spaniel 
2019), the work properly falls into the personal attribute approach.

22. This is an important corrective to some views of how leaders might matter. Jervis 
(2013) contends that, if one were to remove proper names from histories of a country’s 
foreign policy, one might conclude that leaders do not matter because policy goals would 
largely be the same; yet this places a burden on leaders to deviate from their predecessors 
in what issues are considered important for the country. All it really takes, however, are 
individual differences in the willingness to fight over the same issues. Wholesale reori-
entations of policy goals (even if we could reliably identify them) are unnecessary for 
leaders to matter.

23. Integrating these approaches, Colgan and Weeks (2015) show that revolutions are 
more likely to produce leaders who initiate conflict when those revolutions also produce 
personalist dictatorships.

24. See also Dube and Harish (2017), who show that European states led by queens in 
the early modern period were more war-prone than those led by kings—consistent with 
enduring gender stereotypes.

25. Koch and Fulton (2011) find that female executives are associated with increased 
conflict behavior as measured in event data (as distinct from the militarized conflict with 
which I am concerned), though the strength of the relationship is moderated by female 
representation in the legislature.

26. In related work Mattes and Weeks (2019) present survey evidence consistent with 
Schultz’s (2005) equilibrium in which hawkish leaders can more easily sell rapprochement 
to the public.

27. Though they do not focus on leader change itself, Owsiak, Diehl, and Goertz 
( chapter 10, this volume) find that changes in domestic support coalitions (Leeds et al. 
2016) can move states between categories in their peace continuum.

28. Licht and Allen (2018) use reputation incentives to explain why new leaders also 
engage in domestic repression soon after taking office.

29. This is easy to show in an ultimatum game where an uninformed A proposes 
the division of a unit-sized prize to the informed B, who can accept (implementing 
the deal for consumption) or reject (which means war). Notation follows Fearon’s 
(1995), but for the fact that A’s costs of war are 0>a  and B’s are 1( )−c b , with 
~ 0,( )c U c  unknown to A and ~ 0, 1( )b  representing a common element of B’s  

cost sensitivity. B accepts when 1 1 1( )− ≥ − − −x p c b , or when 
1

ˆ≥
−
−

=c x p
b

c, and 

A’s  proposal *x  maximizes Pr ˆ Pr ˆ( )( ) ( )( )< − + ≥c c p a c c x . The probability of war is 

Pr ˆ 1
2

(1 / 1*( ) ( )( )= + − −c c x a c b , which decreases in both b and a. Therefore, the 

probability of war increases in B’s war payoffs and decreases in A’s, independent of who 
might have initiated the dispute.

30. I’m indebted to Steve Miller for this point.
31.  Schub (2020) takes a different approach, measuring uncertainty over a future 

 leader’s preferences and showing that it is associated with a reduced risk of war when 
peace is costly and the risk of turnover is high.



260

Chapter Fifteen

War Financing and Foreign Debt
Rosella Cappella Zielinski and Paul Poast

INTRODUCTION

War requires resources. Many of these resources, in turn, require money. Leaders 
must decide where to secure the funds. Do they raise money domestically or 
abroad? If sources are domestic, who should pay and how should resources be 
extracted? If abroad, where should leaders look? These are the questions every 
leader or governing regime must grapple with when entering a military conflict.

Scholars studying war finance seek to understand how leaders make these 
decisions. In addition to understanding the range of options available to  leaders, 
they look to understand their preferences. Under what conditions do leaders 
prefer one option over the other? What do citizens prefer? Scholars also look to 
understand under what conditions leaders are able to enact their preferences. Thus 
they explore the ways in which domestic and international institutions enable or 
constrain leaders.

This chapter provides a review of these questions and then explores a con-
temporary phenomenon, the rise in foreign debt, notably from other sovereigns. 
Unlike wars financed by taxation or even domestic debt, foreign debt, especially 
when acquired from other states, allows the state’s war-fighting effort to continue 
beyond the financial confines of the state. In addition to providing resources 
beyond the state’s capacity, it insulates the public from the financial costs of 
the war effort. In other words, foreign borrowing can enable a state to avoid the 
“guns versus butter” trade-off that lies at the heart of arms acquisition (Poast 
2019a). Foreign war finance, however, is not without cost. In addition to interest 
paid on the debt, holders of said debt, particularly when these holders are other 
sovereigns, are able to extract political concessions from the debtor states. Simply 
stated, foreign debt provides a window of opportunity for the creditor state to 
engage in quid pro quo behavior.
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The study of war finance has implications for the immediate war effort and 
beyond. How leaders and governing regimes finance their wars has implications 
beyond the immediate financing of the war effort. In addition to the critical com-
ponent of immediate mobilization to sustain military participation in conflict, the 
manner in which a state pays for conflict can affect the war’s duration and settle-
ment (Slantchev 2012; Shea 2014), the fate of the leaders themselves (Carter and 
Nordstrom 2017), the total cost of the conflict (Poast 2006; Stiglitz and Bilmes 
2008), economic stability during and after the conflict (DiGiuseppe, Barry, and 
Frank 2012), and the long-lasting economic redistributive effects of the conflict 
(Scheve and Stasavage 2010, 2012; Piketty 2017; Cappella Zielinski 2018).

WHY DEBT?

Scholars have long noted the importance of war debt to the rise of military pow-
ers (Rasler and Thompson 1983, 1989; Kennedy 1987; Norrlof and Wohlforth 
2019). Indeed, borrowing is the foremost war finance method.1 From 1823 to 
2003, 88 percent of states fighting long wars (i.e., wars over six months) have 
engaged in at least some form of borrowing, either domestic or from abroad, to 
confront the cost of war. In regards to domestic debt, 63 percent of states financed 
at least some of their war efforts via domestic debt. But domestic debt is on the 
decline. Prior to 1950, 68 percent of states incorporated domestic debt into their 
strategy, whereas in the postwar era only 40 percent have (Cappella Zielinski 
2016, 109). Conversely, foreign borrowing appears to be on the rise; 57 percent of 
states engaged in some form of foreign debt. Prior to 1950, 52 percent of bellig-
erents engaged in foreign debt, whereas 72 percent have in the postwar era (109).

The United States’ war finance since its inception reflects this trend. As 
Figure 15.1 suggests, borrowing has been the primary component of US war 
finance since the War of 1812, with the exception of the Korean War, which was 
paid for by taxation.2 Beginning with the Gulf War in 1991, US wars have been 
increasingly funded by sources outside US borders. Indeed, the wars associated 
with the global war on terror have been coined the “Credit Card Wars” with about 
40 percent of the debt held abroad.

What makes debt, particularly foreign debt, so attractive during wartime and 
why would governments ever choose another option? We can begin to answer 
this question by considering two factors: Leader and Citizen Preferences and 
State Capacity.

Leader and Citizen Preferences

“How do states finance wars?” is the grounding question in the study of war 
finance. States can finance their wars via forced savings plans, direct and indirect 
taxation, domestic debt, bond campaigns, printing, austerity measures, existing 
coffers, foreign debt, foreign grants, and plunder. Which methods are utilized 
and why?
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To answer this question war finance scholars make two fundamental assump-
tions: (1) Citizens prefer not to surrender their income, and (2) leaders prefer to 
stay in power, which often means avoiding the ire of the public. These yoked 
assumptions are often traced back to liberal economic thought and are perva-
sive in contemporary war finance scholarship (e.g., Lamborn 1983; Levi 1988; 
Mastanduno, Lake, and Ikenberry 1989; Shea 2014; Cappella Zielinski 2016; 
Carter and Palmer 2016; DiGiuseppe and Shea 2016; Kreps 2018). Since the 
assumptions focus on citizen preferences and leader survival, they are largely 
oriented toward explaining how democracies can finance via debt.3 It is worth 
exploring the merit of these assumptions.

Do citizens prefer to hold their income during wartime? Works at the inter-
section of war finance and public opinion suggest this is mostly the case, but 
not always. Under certain conditions, specifically when the war in question is 
popular or deemed legitimate, citizens will part with their income with little 
complaint (Berinsky 2007, 2009; Cappella Zielinski 2016; Geys 2010; Geys and 
Konrad 2016; Kreps 2018). For example, during the Korean War citizens sup-
ported war taxation. In a July 1950 Gallup poll 44 percent of people answered 
that Americans had not been asked to make enough sacrifices in support of the 
war. Between July 1950 and February 1951 this survey was administered seven 
times. The average response was that 38 percent felt they had not been asked to 
sacrifice enough (Cappella Zielinski 2016, 43).4 A related literature on exploring 
the relationship between the means of war finance and support for the war itself 
finds mixed conclusions. For example, while Flores-Macias and Kreps (2017) 
find that public support for war declines when the war is financed by taxation, 
Kriner, Lachase, and Cappella Zielinski (2018) find that a decline in public sup-
port is mediated by the type of taxes implemented. Kreps (2018) finds party 
identification as a predictor of propensity for fiscal sacrifice and attitudes about 
the war itself.

Figure 15.1. Types of War Financing.
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Regardless of the actual effect of war finance on citizen support for a particu-
lar war, scholars studying war finance often begin from the premise that leaders 
have internalized these costs and act accordingly. Leaders, knowing that they will 
eventually have to face the cost of financing war via domestic resource extrac-
tion (which means incurring the political consequences of disgruntled citizens), 
attempt to finance war in a manner that shields citizens from the true costs of war. 
During the Vietnam War, for example, the Johnson administration attempted to 
avoid public scrutiny by not raising taxes. Secretary of State Dean Rusk explained 
this logic at a staff conference on October 5, 1967. “The Administration made 
a deliberate decision not to create a war psychology in the United States. There 
have been no war bond campaigns, etc. The decision was made because it is too 
dangerous for this country really to get worked up. Maybe this was a mistake; 
maybe it would have been better to take steps to build up a sense of a nation at 
war. The course we have taken has meant expecting a great deal of our men in 
Vietnam, against the background of a home front going about business as usual” 
(quoted in Cappella Zielinski 2016, 53).

Cappella Zielinski (2016) presents a war finance continuum of more to less 
visible forms of war finance. On one end of the continuum lies direct resource 
extraction—encompassing forced labor, forced savings plans, and direct taxa-
tion—which refers to resources paid to the state directly by citizens within soci-
ety. Because this method of extraction is imposed on individuals and one cannot 
opt out of the policy or transfer the costs of said policy to others, citizens are 
highly aware of this policy. In the middle of the continuum lies indirect resource 
extraction, such as indirect taxation, printing money, and austerity measures. 
Here the government procures resources without directly asking for citizen 
contributions.5 On the far end of the spectrum lies external resource extraction. 
External funding is a broad category that includes securities floated on foreign 
markets, sovereign-to-sovereign loans, grants, plunder, and diaspora remittances. 
These forms of finance remove the citizen from interacting with the state’s war 
finance policy. Foreign grants or plunder, for example, do not need to be paid 
back, resulting in no financial interaction with society. Hence citizens may or 
may not be aware of these war finance policies.

Kreps (2018), following Cappella Zielinski (2016), provides a war finance 
typology of leader choice. She argues that leaders either aim to shield the policy 
from the public (what she calls “Hide-and-Seek” financing) or aim to encour-
age shared effort by making the war financing means explicit and direct. Prior 
to World War II, according to Kreps, the American public was willing to incur 
taxes or directly invest in government bonds to fund the war effort, whether 
those efforts were limited—meaning wars aimed at well-defined objectives 
that do not demand the utmost military effort—or absolute—meaning wars that 
seemingly observe no limits and require massive mobilization of the population 
and economy. Limited wars included the Quasi-War of 1798, the War of 1812, 
the Mexican-American War, and the Spanish-American War. The absolute wars 
were the American Civil War and World War I. Indeed, it was only during times 
of war that pre–World War II Americans felt the pinch of income taxation. But 
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since World War II the US government has largely shied away from wartime taxa-
tion. For Kreps, the post–World War II American public is now willing to accept 
a permanently higher level of peacetime taxes for the sake of welfare provision 
and a large, permanent military. Neither of these existed prior to World War II.6 
However, the public is less tolerant of new taxes for executing individual wars. 
This has led the government to “hide” the cost of wars within the overall budget, 
rather than calling for new funding. Such hiding is more easily accomplished via 
debt than imposing new taxes.7

State Capacity

The ability of leaders to act on their war finance preferences is constrained by 
state capacity to mobilize and extract revenue. By state capacity, we are specifi-
cally referring to a state’s bureaucratic institutions, which determines the state’s 
ability, regardless of leader and citizen preferences, to extract taxes from its 
populace (Hood 2003). Some forms of tax revenue, such as income or corporate 
taxes, require extensive bureaucracies, while others, such as tariffs or value added 
taxes, do not (Cappella Zielinski 2016, 24–25).8

From a purely financial and economic efficiency standpoint, taxes provide an 
optimal source of revenue. Raising war funds via taxation requires drawing from 
the existing tax structure (e.g., income tax brackets, tax rates, etc.) and imposing 
supplementary war taxes (e.g., new taxes, including surtaxes, or increased rates 
on existing taxes for the explicit purpose of financing the war). Unlike most other 
war finance options, taxation does not require the secured funds to be paid back. 
Also, because the state is extracting from available resources (i.e., the tax base), it 
can help control widespread inflation. This is because taxes can serve as a means 
of controlling civilian spending and do not create an incentive to print money in 
order to meet debt obligations (Poast 2006).

While optimal, complications with taxation arise once one accounts for 
bureaucratic capacity. For instance, scholars have noted that states characterized 
by a low bureaucratic capacity to extract revenue will be confined to indirect or 
external revenue extraction (e.g., Cappella Zielinski 2016; Centeno 2002; Queralt 
2019). If so inclined, these states may also engage in state building during the 
war effort, allowing higher levels of direct revenue extraction over time than 
would be otherwise available. In contrast, states with high bureaucratic capac-
ity will be able to implement taxes such as corporate and income taxes that are 
more elastic to policy change and yield higher revenue. In this case revenue from 
direct extraction may comprise a larger percentage of a high-capacity state’s war 
finance strategy.

Of course bureaucratic tax capacity can be endogenous to the war effort itself. 
The war effort may induce development of bureaucratic capacity (Tilly 1990). At 
the same time the war can place downward pressure on a state’s tax capacity and 
sources of tax revenue. For example, bombings and invasion can force admin-
istrative offices to flee, hindering tax collection efforts. China during the Third 
Sino-Japanese War (1937–1945) provides an example. Chinese leaders favored a 
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tax-based war finance strategy, attempting to raise taxes immediately before and 
during the war to pay for it. However, the course of the war affected state capacity 
to raise revenue. Indiscriminate Japanese bombing behind the lines added confu-
sion to tax collection. Moreover, when the government was driven from Nanking 
to Hankow and then to Chungking, many experienced administrators could not 
follow (Young 1965). Thus the ability to collect taxes decreased greatly. War can 
also reduce tax revenue sources. Blockades can hinder tariffs and invaded terri-
tory can reduce the size of the tax base.

But low bureaucratic tax capacity need not result in defeat. States can turn to 
other forms of revenue such as printing, plunder, or, most notably, debt. Indeed, 
scholars studying debt will often look to its enabling nature. While debt must be 
paid back with interest and does not share taxation’s anti-inflationary properties, 
it enables leaders to mobilize resources quickly (Shea 2014) and access more 
resources than the tax base may allow (Schultz and Weingast 2003).

Of particular attraction to all states, not just those with low capacity, is the 
ability to borrow from abroad. This is because acquiring funds from outside the 
country can obscure the cost of war (Cappella Zielinski 2016; Kreps 2018). This 
is why, for many countries, a key source of the money borrowed is external debt, 
primarily in the hands of private financiers (Flaudreau and Flores 2012; Poast 
2015). While taxation relies on bureaucratic tax capacity, external borrowing 
requires attracting funders.9 Unlike with the domestic populace, where a state 
can rely on its coercive capacity to compel lending (or alternatively rely on 
patriotic fervor to induce citizen lending), the state must take steps to encourage 
foreign loans. This can prove challenging. Foreign lenders are always wary of 
borrower default and wars can make investors especially nervous due to pos-
sible macroeconomic disruptions (Kirshner 2007). This is why financial markets 
will react to wartime events both on and off the battlefield (Willard, Guinnane, 
and Rosen 1996; Choudhry 2010; Guidolin and Ferrara 2010), and capital flight 
and exchange rate pressures can occur during war (Collier 1999; Vu Le and Zak 
2006).10 Given their concerns foreign lenders will look for indicators of quality,11 
be it regime type (Schultz and Weingast 2003), central bank presence and opera-
tion (Broz 1998; Poast 2015), adherence to the gold standard or currency status 
(see Strange 1994)

EXTERNAL BORROWING FROM SOVEREIGNS:  
THE PREFERRED MEANS OF WAR FINANCE?

All of the “signs of good financial housekeeping” listed earlier in this chapter 
are vital for attracting private finance. But over time, especially starting in the 
mid-twentieth century, the importance of private finance as a primary means of 
financing wartime sovereign debt has lessened.12 In its place has emerged direct 
sovereign-to-sovereign lending. This is the direct extension of public money with 
an expectation of repayment (with interest).13 Private lending is characterized by 
structured repayment terms, interest rates that reflect the market and probability 
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of repayment, risk premiums, and collateral. But these features are largely absent 
from sovereign-to-sovereign loans. Moreover, sovereign-to-sovereign loans may 
not involve the direct transfer of money, as these loans can commonly take the 
form of material (i.e., equipment and other war inputs). And since the material 
loans can take place in theater on shared supply lines, parsing out the exact 
amount of material loaned in the moment is difficult.14 Hence repayment sched-
ules of sovereign-to-sovereign loans are often negotiated after resources have 
been extended.

One could go as far as claiming that the rise of sovereign-to-sovereign wartime 
lending is central to understanding the modern global monetary system. It was US 
government loans to European belligerents during World War I that substantially 
contributed to the US dollar supplanting the British pound as the world’s major 
reserve currency.15 Moreover, the debt crises that marred the global economy of 
the 1980s and 1990s were in no small part due to sovereign-to-sovereign military 
loans offered by the United States and Soviet Union to developing countries dur-
ing the Cold War.

Sovereign-to-sovereign loans have advantages to both the borrowing govern-
ment and the lending government. The advantage to the borrower is that these 
loans can overturn the notion of an “Arms versus Allies” trade-off (Morrow 
1993). Instead of a trade-off, sovereign-to-sovereign loans show how “allies” 
can be vital to how many states acquire “arms.”16 This is because sovereign-to-
sovereign loans enable a state to sidestep the “guns versus butter” trade-off inher-
ent to arming decisions (Poast 2019). For example, the cost of fighting World 
War I was overwhelming for Britain.17 The massive and sudden war expenditures 
coupled with the need for dollars to purchase war inputs from the United States 
could not be covered by taxation or domestic borrowing. To compensate, the 
British sought funds from the only major economy not involved in the fight, the 
United States. Unable to procure a direct loan from the American government 
due to neutrality, the British initially purchased private loans, sold their American 
assets, and shipped gold from Canada.18 By 1917 the orders were increasing and 
private lenders were nervous and less willing to continue the extension of credit. 
The British were nearly dollar bankrupt.19 But when the United States entered the 
war in April 1917, immediate financial relief was offered.20 Upon congressional 
approval, America extended loans to its newfound allies (or, more accurately, 
“associate powers”).21 The American government loans had two notable features. 
First, they were under market rates. British loans floated on Wall Street were at 5 
percent and 5.5 percent interest,22 but the first issue of US Liberty Loans, via the 
War Finance Bill, was for $2,000,000,000 at 3 percent. Second, the repayment 
period was open-ended. The War Finance Act stated no exact dates for repayment 
by the Allies, but stipulated that the loans should bear the same rate of interest as 
the American bond issued to raise the necessary funds.23 In total, from April 1917 
to November 1920 the United States extended $4,277 million to Great Britain.24

The advantages of offering sovereign-to-sovereign loans might seem apparent 
to the lending state, but they are worth making explicit. First, loans—unlike a 
grant of aid—hold out the possibility of repayment. This can make the provision 
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of loans more attractive than grants of foreign aid, which are, in one sense, 
“free”—they are a transfer of wealth from domestic taxpayers and voters to for-
eigners who are not represented in the creditor state.25 Hence loans may be easier 
to sell to the public or elites when they are hesitant to sacrifice for the war effort 
and likely unaware of the prospects for repayment.26

Second, loans can create postwar dependency. While grants can have a quid 
pro quo element, their ability to ensure policy concessions is limited to with-
holding the funds. Threatening withholding is not appealing, as the patron state 
is often providing aid to an ally that it wants to win a war (indeed, at times the 
patron state is a cobelligerent). But a sovereign-to-sovereign loan carries at least 
the expectation of an ongoing relationship after the war, as the creditor expects 
repayment.27 Because loan repayment is commonly a multiyear process, this 
gives a patron the means to justify continued monitoring well into the postwar 
period. Moreover, the possibility of debt forgiveness accords the patron an 
additional source of postwar leverage. This was surely the view of the United 
States regarding its sovereign-to-sovereign loans to the British during World War 
I. Though the British might have preferred a grant that did not entail postwar 
repayment, key members of the Wilson administration, including Wilson himself, 
appear to have favored loans. The loans would accord the United States influence 
over the European states following the war. On July 21, 1917, Wilson, in a cor-
respondence with Colonel House, confirmed that the idea of offering loans gave 
the United States the ability to exercise leverage over the European powers in 
crafting the peace after the war: “England and France have not the same views 
with regard to peace that we have by any means. When the war is over we can 
force them to our way of thinking, because by that time they will, among other 
things, be financially in our hands.”28

This second advantage is why the political dynamics of sovereign-to-sovereign 
lending echo the broader phenomenon of “issue linkage” within an asym-
metric alliance relationship (Morrow 1991; Poast 2012, 2013). Alliances, like 
any codified relationship, are the product of a diplomatic process and vigorous 
negotiations: the terms of the alliance must be set (Poast 2019). But while initial 
agreement might be secured via a recognition of shared security interests—per-
haps the countering of a specific threat or the recognition of stabilizing a given 
region—ensuring the alliance’s continuance often requires that all parties view 
and continue to view the alliance as beneficial. When a negotiation is between 
a minor power and a major power, this identification of mutual benefit can be 
straightforward: the minor power requires the protection of the major power and, 
in order to achieve it, is willing to grant concessions to the major power (Morrow 
1991). These concessions in turn bolster the willingness of the major power to 
remain committed to the security of the minor power, even when the minor power 
is in a difficult security environment (Poast 2013).

While the ability to acquire concessions appears to be a major advantage to 
the lending state, there is a downside: such loans can create an enormous “moral 
hazard” problem for the patron.29 As Krugman recently described it, “[Moral 
hazard is] any situation in which one person makes the decision about how much 
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risk to take, while someone else bears the cost if things go badly.”30 Even if 
things go well, the borrower, once the exigencies of war have passed, may have 
an incentive to default on its debt or use the threat of default to induce the lend-
ing of additional funds.31 If the patron becomes overly leveraged in its lending 
to the recipient, the fear of default will turn the tables by giving the recipient the 
ability to influence the patron.32 This situation is described well by Siegel regard-
ing British and French loans to Russia during World War I: “Imperial Russia’s 
pre-war and wartime obligations to its entente partners were so extensive that the 
mere threat of national collapse and potential default allowed it to extract not just 
further investment from its principal creditors, but often compliance with its pol-
icy objectives as well.”33 Indeed, some have claimed this moral hazard dynamic 
compelled the United States to provide Marshall Plan assistance within a few 
years of World War II’s cessation. In 1952 Robert Marjolin, head of the French 
postwar reconstruction efforts and the first secretary-general of the Organization 
for European Economic Cooperation (OEEC) (established to implement the 
Marshall Plan), noted: “Although American aid has been a necessary remedy 
over a period, and will continue to be for a time, one is bound to acknowledge 
that in the long run it has had dangerous psychological and political effects … 
The idea that it is always possible to call on American aid, that here is the ever-
present cure for external payment deficits, is a factor destructive of willpower. 
It is difficult to hope that, while this recourse continues to exist, the nations of 
Western Europe will apply, for a sufficient length of time, the courageous eco-
nomic and financial policy that will enable them to meet their needs from their 
own resources without the contribution of external aid.”34

While the dangers of moral hazard are real, sovereign-to-sovereign loans 
remain popular. Recent examples include Ukraine obtaining a $1 billion loan 
guarantee from the United States government in March 2014 (and another $1 
billion in May 2015) to counter Russian-backed military aggression,35 and Iraqi 
prime minister Haider al-Abadi coming to Washington, DC, in April 2015 look-
ing to acquire US government loans to cover the costs of fighting the Islamic 
State in Iraq and Syria.36 The provision of wartime sovereign-to-sovereign 
loans—more precisely, the withholding of more than $1 billion of loan guar-
antees to Ukraine—was at the heart of the 2019 impeachment of US president 
Donald Trump.37 Even China has begun leveraging this instrument, as Chinese 
loans to the Pakistani government enabled it to acquire $6 billion worth of big-
ticket military hardware, primarily submarines.38 In short we see no reason for the 
use of sovereign-to-sovereign wartime loans to diminish.

CONCLUSION

The study of war finance is rich in ideas and insight regarding the relationship 
between leaders and their citizenry, between the citizenry and the war effort, and 
the capacity of the state to raise funds. In addition to reviewing those works that 
address leader and citizen preferences regarding resource extraction and the war 
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effort, we explore a contemporary phenomenon, sovereign-to-sovereign loans. 
We suggest scholars should explore the conditions under which states seek to 
secure a sovereign-to-sovereign loan as well as when creditor states choose to 
extend one to belligerents. As the trend of relying on external creditors increases 
due to financial globalization, austerity measures, the reluctance of leaders to 
demand fiscal sacrifice from their citizens, or the inability to extract resources, 
sovereign-to-sovereign loans will proliferate. We suggest such wartime loans are 
an instrument of international power: states become creditors to gain influence 
over the economic and military policies of another state in order to shape the 
postwar order. In shaping the postwar order, creditor states shape the distribution 
of power in their favor.

NOTES

1. Taxation has consistently comprised a small percentage of a state’s war finance strat-
egy and appears to be further decreasing in the postwar era. Only half of all belligerents 
fighting major wars between 1823 to 2003 enacted new taxes to confront the costs of war. 
Of those states, only nine belligerents have financed 25 percent or more of their wars us-
ing tax revenues: Turkey during the Russo-Turkish War of 1828–1829, Denmark in the 
First Schleswig-Holstein War, France during the Franco-Turkish War, Britain during the 
Crimean War and World War II, the United States during World War I, World War II, and 
the Korean War, and Russia during World War II (Cappella Zielinski 2016, 108).

2. Cappella Zielinski 2014.
3. The ability of democracies to finance wars through debt is a key focus of the war 

finance literature (Shultz and Weingast 2003; Scheve and Stasavage 2010; Shea 2014; 
Carter and Palmer 2016).

4. For historical polling of American support for war taxes, see Kreps (2018, Appendix 
A).

5. McDonald (2009, 2015) argues that these politically “free” revenue structures help 
leaders insulate themselves from making concessions to domestic groups, thus providing 
leaders greater autonomy and allowing leaders to remain in office longer.

6. Some argue, perhaps mistakenly, that the large permanent military is itself a “wel-
fare” policy of job creation (Garrett-Peltier 2017).

7. In addition to visibility, others argue that debt reduces political costs. Rooted in the 
tax-smoothing literature, such scholars argue that when a government faces an exogenous 
expenditure, increasing taxes distorts macroeconomic incentives, with negative conse-
quences for public support (e.g., Barro 1979; Lucas and Stokey 1983; Ohanian 1997, 
1998). States with fiscal flexibility, those who can borrow cheaply and easily due to favor-
able credit terms, have resources to both finance war and respond to citizen demands (Clay 
and DiGiuseppe 2017). Leaders thus prefer to borrow to pay for war in order to mitigate 
said costs (Shea 2014; DiGiuseppe 2015).

8. Scholars studying state formation and state-society relations (Ardant 1975; Tilly 
1975, 1990; Barnett 1992; Centeno 1997) and international relations scholars studying the 
projection of military power (Knorr 1975; Organski and Kugler 1980; Kugler and Domke 
1986) have long noted how bureaucratic tax capacity is critical to the mobilization of 
economic resources for war.



270 Rosella Cappella Zielinski and Paul Poast

9. Tax capacity and debt capacity are associated as potential lenders base lending deci-
sions on ability and willingness to repay; a critical factor of said ability is a robust tax 
capacity (Tomz 2007b; McDonald 2009; Scheve and Stasavage 2012)

10. As well as attacks to financial infrastructure (Olson 2004).
11. Or what Shea and Poast (2018) refer to as indicators of “economic wherewithal.”
12. Though such loans were not exclusively a twentieth-century phenomenon as British 

loans funded many Latin American wars during the mid-to-late 1800s (see Smith 1919). 
France played a small role as a wartime financier during the early 1900s—namely to Rus-
sia and to Estonia and Latvia during their respective wars of independence.

13. Sovereign-to-sovereign loans differ from cases in which a government supports the 
extension of a loan underwritten by a private creditor to a belligerent state. Loans extended 
to Russia during the Russo-Japanese War provide an example. Russia was dependent on 
the Paris financial market (e.g., Credit Lyonnais) for funds to prosecute the war and due to 
the size of the loan, needed the French government’s backing (see Long 1974).

14. During the Korean War the British Commonwealth of Forces borrowed from the 
United States. The unexpected increase in intensity and duration due to the entry of the 
Chinese into the war meant that it was more important to get allied troops in the theater 
than to negotiate the details of the loan. As Grey writes,

With forces arriving in a piece-meal fashion, and with one ‘expending bandages 
while … another is expending Centurion tanks and quantities of expensive ammuni-
tion’, Roberson advised his government that ‘the financial interests of each country 
should be assessed on a man/day basis at the end of the campaign and not each time 
a major change in strength is deemed to have taken place.’ An added bonus was 
that such a scheme would release combat units and ‘heavily pressed depots’ from 
the extensive paperwork necessary in any pool account arrangement” … Moreover, 
logistic support flowed into a common [American] supply line, making it difficult 
to determine the amount of support received by any individual unit … it was not 
until the summer of 1951 that a system of control and accounting was actually fully 
working. (1988, 173–76).

British repayment of Korean War debt to the American government was not negotiated 
until 1958 (Grey 1988; Farrar-Hockley 1995).

15. This is in addition to the dollar’s centrality as the unit of account in the global oil 
market. See Croteau and Poast (forthcoming).

16. Some work, such as Horowitz, Poast, and Stam (2017), actually view arms and allies 
as complements, though not in the manner that allies are important for acquiring arms.

17. According to contemporary estimates, if the war had not taken place, British govern-
ment expenditure in the years 1915 through 1921 would have amounted to a total of £1.5 
billion. In contrast, the actual expenditures were £12.5 billion. Even if one removes Brit-
ish loans to allies (since these might be repaid), the total difference was still £9.8 billion. 
Figures from Kirkaldy (1921, 216).

18. Brown 1940, 64–65; Morgan 1952, 324–33; Chernow 2010.
19. The adverse trade balance with the United States in 1917 was £316.2 million and 

rose to £487.6 million by 1918 (Morgan 1952, 309).
20. Indeed, this was the first time the United States offered sovereign-to-sovereign 

loans. As reported by Kenwood and Lougheed (1999, 34), prior to 1870, US foreign loans 
were largely private, limited to mining and manufacturing ventures, and confined to the 
Western Hemisphere.
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21. The Senate vote was 82 to 6 with eight abstentions. In the House, the vote was 373 
to 50 with nine abstentions.

22. Kirkaldy (1921, 180). For a discussion of how the various interest rates were agreed 
upon and the ultimate failure of the loans, see Burk (1985, 70–75, 80–86, 93) and Cooper 
(1976, 213–14).

23. Kirkaldy 1921, 181.
24. Fisk 1924, 190.
25. Milner and Tingley (2010). But in another sense, grants are not free. The larger the 

grant, the higher the expectation on the part of the patron of a concession by the client. 
See Bueno de Mesquita and Smith (2009, 321). However, our focus is on the incentives 
of the patron.

26. In addition, loans with interest count as an asset rather than a liability in the national 
budget and thus reduce the appearance of a budget deficit.

27. The borrower will accrue interest of size i*L*t, where t is the number of years of 
the loan and i is the annual interest rate. Hence, upon maturity, the lender will receive a 
total payment of L + i*L*t, unless the borrower defaults. The risk of default is built into 
the interest rate. The interest rate is i = πe + RP, where πe is the expected rate of inflation 
and RP is the risk premium, meaning the amount of interest a borrower must provide to 
compensate for the risk of default (the risk premium is an additional payment over what is 
deemed by the lender to be the most secure asset).

28. Quoted in Burk (1979, 243). Emphasis added.
29. Kletzer 1984; Innes 1990; Arnott and Stiglitz 1991; Atkeson 1991; Bolton and 

Dewatripont 2005, 162–68.
30. Krugman 2009, 63.
31. Moral hazard can also be present in alliance relationships (Benson 2012) and the 

onset of intrastate conflict (Kuperman 2008), but these pertain to decision-making prior 
to the initiation of a conflict.

32. This is reflected in the adage “Owe the bank five thousand dollars, the bank owns 
you. Owe the bank five million dollars, you own the bank.”

33. Siegel 2014.
34. Quoted in Marjolin 1989, 241. See also Ellerman 2007, 572.
35. Tiron and Wallbank 2014; USAID Press Office 2015.
36. Northam 2015.
37. Demirjian, Dawsey, Nakashima, and Leonnig 2019.
38. Ansari 2015. See also BBC News 2015.
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Chapter Sixteen

Trends in Interstate Conflict
Bear F. Braumoeller

INTRODUCTION

The question of whether, why, and to what extent the world has witnessed a 
decline in interstate warfare has not received extensive treatment in the con-
flict studies literature to date. For that reason the answer to the question “What 
do we know?” is, sadly, not a lot. Indeed, the fact that the first two editions of 
this volume contained no chapter on the subject is indicative of the paucity of 
relevant research and the extent to which the question has been neglected. That 
neglect is deeply troubling given the incredible destructive potential of modern 
warfare. In fact, of all the major threats to human well-being that exhibit the kind 
of explosive “snowballing” behavior that can snuff out lives on a global scale— 
pandemics, for example, or climate change—the escalation of warfare may be the 
least well understood.

Fortunately there has recently been a proliferation of research on the question 
of whether war is in decline. Much of this research was inspired by Steven Pinker 
(2011) best seller, The Better Angels of Our Nature, which argued that warfare in 
one form or another has been in decline for decades or centuries. Together with 
other scholars who have made narrower or more qualified versions of the same 
argument (Väyrynen 2006; Mueller 2007; Goldstein 2011), Pinker focused the 
attention of a broader group of scholars, inside political science and out, on the 
question of systemic trends in warfare.

Pinker’s decline-of-war thesis has undeniable appeal. He argues that lethal, 
system-wide great power war has been far less common recently than it was in 
the past, which is undeniably true. He also argues that every dimension of war 
save its lethality has been in decline for centuries across the entirety of the inter-
national system, and that even lethality has declined since World War II. Here, 
however, there is considerable room for debate. War is rare, it is true, but war 
has always been rare: most countries at most times do not fight one another. The 
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question is not whether war is rare, but whether it has grown more rare. Lethality 
poses an even more extreme version of the same problem: really lethal wars are 
so incredibly rare that it is difficult to assess the claim that they are in decline. 
As a result we could be, as Nassim Taleb (2005) put it, “fooled by randomness” 
into believing that the world has become a more peaceful place. Jack S. Levy and 
William R. Thompson (2013, 413) make this point forcefully when they ask us 
to imagine a scholarly discussion of the decline-of-war thesis taking place, not 
in 2012, but in 1912:

In terms of quantitative trends in war … our counterparts in 1912 had even more 
grounds for optimism about the prospects for peace than we do today. There 
was a more sustained decline in great power war and a longer period without 
a general war. The great power wars that had occurred in the last century were 
shorter in duration and involved fewer great powers. We all know what happened 
2 years later.

Because the rarity and escalatory potential of war confound human intuition, 
formal statistical tests are needed to evaluate trends in warfare. Testing the 
decline-of-war thesis, however, turns out to be no trivial matter. It is not at all 
clear, first of all, what exactly should be measured. Scholarship has converged 
around two broad areas—the onset or existence of conflict on one hand and its 
deadliness on the other—but within those areas different scholars have argued 
for different measures. To compound the problem, measures of the number of 
fatalities that result from even very recent wars are controversial, and medical 
science has made such remarkable advances over the past two centuries that the 
changing wounded-to-killed ratio on the battlefield may produce the illusion 
of a decline in violence where none exists (Fazal 2014). Finally, the statistical 
methods required to evaluate the decline-of-war thesis are not typically taught in 
political science methods courses. The profoundly skewed distributions of many 
of these measures raise substantial methodological issues that have only recently 
been recognized within this literature.

As a result this new decline-of-war literature is one of the more interesting, if 
challenging, growth areas in the study of war. It is also one of the most urgent. 
While scholars differ on the question of whether the escalatory potential of inter-
national warfare has diminished in recent decades, even the best possible inter-
pretation of the data leads us to conclude that it has not declined much—certainly 
not enough to render it much less of a threat to humanity.

HISTORY OF THE DEBATE

While discussions of trends in warfare, which often involved little more than 
tallies of wars and battles over time, have a long history, one of the first 
systematic data-gathering efforts on all aspects of war was Quincy Wright’s 
monumental A Study of War (1942). While Wright’s contributions were largely 
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empirical, English mathematician and meteorologist Lewis Fry Richardson 
soon brought real statistical acumen to bear on Wright’s data. Richardson 
(1944) famously demonstrated that war onsets in the period 1820–1929 fol-
low a Poisson distribution, a distribution of events per time period that can be 
expected to arise when events occur continuously, with very low probability, 
and their timing is random.1

Richardson also demonstrated in subsequent work (Richardson 1948) the close 
correspondence between war fatalities and a power-law distribution—a function 
in which one number varies as a power of another. In the case of war Richardson 
demonstrated that the frequency of war and its lethality are so related: while most 
wars are relatively small, a few are unbelievably huge.

Richardson’s focus on the behavior of aggregates naturally led him to examine 
the behavior of the international system as a whole. In so doing, he occasionally 
explored the question of whether the system was becoming more or less warlike. 
He found little evidence to support either conclusion. In his study of the fre-
quency of war onset he noted that the fit of Wright’s data to a Poisson distribution 
reflected “an absence of any drift toward more or fewer wars” (Richardson 1944, 
246). In his most famous work on war, Statistics of Deadly Quarrels (Richardson 
1960b), which unfortunately was published only after his death, he noted: “There 
is a suggestion, but not a conclusive proof, that mankind has become less war-
like since A.D. 1820. The best available observations show a slight decrease in 
the number of wars with time … but the distinction is not great enough to show 
plainly among chance variations” (167).

The work of Wright and Richardson inspired historian Melvin Small and 
political scientist J. David Singer to co-create the Correlates of War project at 
the University of Michigan in 1963. By 1970 Small and Singer had published 
their first descriptive analysis of patterns in international war, based on the first 
version of the Correlates of War project’s canonical data set of post-Napoleonic 
international wars, in the Annals of the American Academy of Political and Social 
Science (Small and Singer 1970). Just over a decade later they published the 
much more comprehensive Resort to Arms (Small and Singer 1982). In the latter 
work they used regression analysis to look for trends over time in the number of 
wars, their lethality, the total number of nation-months of war, and the last two 
quantities adjusted for the prewar populations of the combatants. For all mea-
sures, they concluded that “there is no significant trend upward or down over the 
past 165 years” (1982, 141).

Two additional data sets that were compiled around this time brought more 
information to the table. Jack Levy’s pioneering research on great power war 
extended the temporal scope of systematic war data back to 1495 and provided 
the basis for his conclusion (Levy 1982, 1983; Levy and Morgan 1984; Levy 
and Thompson 2011) that, over the course of centuries, the frequency of major 
power war had decreased while its lethality had increased. At about the same time 
Charles Gochman and Zeev Maoz introduced the Militarized Interstate Dispute 
data (Gochman and Maoz 1984), which catalogued conflicts well below the 
threshold of war established by the Correlates of War project—those comprising 
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the threat, display, or use of force. While Gochman and Maoz found that the fre-
quency of militarized interstate disputes (MIDs) had varied over time, they also 
found that that variation could mostly be accounted for by changes in the number 
of states in the interstate system.

Despite the proliferation of quantitative studies of international conflict in the 
next two decades, very few studies were published on trends in warfare. One rea-
son for this odd lacuna may lie in the fact that nearly all of the works listed earlier 
in this chapter described and explored new data on war. In that context the ques-
tion of whether systemic trends occur in warfare was seen as an interesting, even 
obligatory, question to answer. After it had been answered, often in a preliminary 
and cursory way, however, it fell by the wayside, as study after study focused on 
explaining international conflict at the dyadic level. With very rare exception, an 
entire profession seemed profoundly disinterested in devoting its time to studying 
system-wide trends in international warfare.

There were, of course, a few unicorns (Gaddis 1987; Mueller 1989; Kegley 
1991). Hensel (2002) explored trends in the frequencies of different kinds of 
war since 1815, finding no obvious upward or downward trend in interstate 
wars over time but a general increase in the frequency of MIDs. Wallensteen 
and Sollenberg (1995) called attention to the fact that, contrary to popular belief, 
there had been a drop in conflict in the first six years after the end of the Cold 
War, measured as the number of active armed conflicts per year. In a series 
of publications Lars-Erik Cederman demonstrated that his agent-based model 
of territorial conquest and state formation was a plausible explanation for the 
puzzling fact that the lethality of war conformed to a power law distribution 
(1994, 1997, 2003). Cederman also found, with T. Camber Warren and Didier 
Sornette (2011), that the lethality of war had increased significantly following 
the Napoleonic Wars, a fact that they attributed to the impact of the levée en 
masse on the number of soldiers on the battlefield.

Two more data innovations in the early 2000s prompted a brief renewal of 
interest in the question of whether war is in decline. Gleditsch et al. (2002) 
introduced the newly expanded Uppsala-PRIO Armed Conflict data set, which 
allowed a more fine-grained look at conflict from 1945 to the present by lowering 
the conflict threshold to twenty-five battle deaths. The observation of a decline 
in conflict in the new data set prompted both a critique of the use of mostly non-
year-specific data to gauge trends in annual fatalities (Gohdes and Price 2012) 
and a thoughtful rejoinder (Lacina and Gleditsch 2012).

At about the same time Sarkees, Wayman, and Singer (2003) introduced an 
update to the Correlates of War’s data sets on international (interstate), civil 
(intrastate), and extra-systemic (extra-state) warfare; taking all three forms of 
warfare into account, they concluded that no clear upward or downward trend 
in the lethality of war (normalized by the population of system members) could 
be observed. That conclusion prompted a rejoinder from Lacina, Gleditsch, and 
Russett (2006), who used an extended version of the Armed Conflict data set 
to demonstrate both postwar and post–Cold War declines in the risk of death in 
battle worldwide.
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Up to this point the group of scholars who had written on trends in warfare 
was very small by academic standards—few enough that they probably would not 
have filled the shuttle bus at an academic conference—and they had published 
their work entirely in the pages of academic monographs and journals. With the 
publication of Steven Pinker (2011), the decline-of-war debate made headlines 
worldwide. While Pinker’s arguments about violence, moral evolution, and the 
role of the state were wide-ranging and sometimes frustratingly vague, he sum-
marized his four main propositions about long-term trends in interstate warfare as 
follows: “No cycles. A big dose of randomness. An escalation, recently reversed, 
in the destructiveness of war. Declines in every other dimension of war, and thus 
in interstate war as a whole” (Pinker 2011, 192).

While Pinker’s thesis garnered widespread acclaim—Bill Gates called it 
“the most inspiring book I’ve ever read”—the author’s treatment of the data on 
war fatalities provoked a forceful reaction from Nassim Nicholas Taleb, author 
of The Black Swan, a popular science best seller about the conceptual and 
statistical challenges of thick-tailed data (Taleb 2007, 2012). The book’s bold 
claims about historical trends in warfare also prompted a trio of more detailed 
reactions from scholars, including Taleb, who specialize to varying degrees in 
conflict studies and statistical methodology (Cirillo and Taleb 2016; Clauset 
2018; Braumoeller 2019). While the methodologies used in the three studies 
differed, their conclusions were remarkably similar: The data were not con-
sistent with a downward trend in warfare, either long term or after World War 
II, regardless of the measure used. Braumoeller’s study even found a steady 
increase in the peacetime rate of conflict initiation from the relatively peaceful 
Concert of Europe period through the highly conflictual Cold War; seen from 
that perspective, the substantial decrease in the rate of conflict initiation at the 
end of the Cold War seems less like evidence of long-term decline and more 
like a return to normalcy.

At this writing, two recent articles have sought to qualify or overturn the 
conclusion that no decline in war could be seen in the data. Cunen, Hjort, and 
Nygård (2020) use an innovative change-point methodology and an unconven-
tional distributional assumption (the inverse Burr) to uncover decreases in the 
lethality of war starting in 1950. Spagat and Van Weezel (2020) similarly find 
that including intrastate as well as interstate wars and measuring the lethality of 
war as a percentage of world population also produces a decline in the deadliness 
of war around 1950.

In sum, then, seventy-five years have passed since Richardson first attempted 
a scientific answer to the question of whether we could observe trends in warfare, 
and it is not unfair to say that very little consensus has emerged in that time. 
This is a humbling outcome, especially given the substantial number of scholars 
engaged in the scientific study of international conflict. Of course very few of 
those scholars have actually tried to answer the question. But as this survey of 
the work of those who have demonstrates, the question is considerably more chal-
lenging than it might seem.
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In the next sections I turn to a discussion of some of the underlying issues that 
make it difficult to arrive at a scholarly consensus on the question of trends in 
warfare.

MEASURES OF WARFARE

As this review suggests, no single measure of war exists that can usefully assess 
the thesis that international warfare is in decline. Pinker’s “arson analogy” from 
Better Angels of Our Nature does a good job of capturing the nature of the problem:

There is no single answer, because “warlike” can refer to two different things. It can 
refer to how likely people are to go to war, or it can refer to how many people are 
killed when they do. Imagine two rural counties with the same size population. One 
of them has a hundred teenage arsonists who delight in setting forest fires. But the 
forests are in isolated patches, so each fire dies out before doing much damage. The 
other county has just two arsonists, but its forests are connected, so that a small blaze 
is likely to spread, as they say, like wildfire. Which county has the worse forest fire 
problem? One could argue it either way. As far as the amount of reckless depravity is 
concerned, the first county is worse; as far as the risk of serious damage is concerned, 
the second is. (Pinker 2011, 210)

The analogy focuses our attention usefully on two questions that we can use to 
begin to triangulate on the question of whether war has declined:

• Has the rate of international conflict initiation changed over time?
• Has the lethality of war changed over time?

These are very specific questions, and it’s worth dwelling for a moment on what 
they do and do not ask.

THE RATE OF CONFLICT INITIATION

First, the term international conflict merits a bit of unpacking. The literature on 
the decline of international war is unanimous in considering full-scale wars, as 
defined by the Correlates of War project—“sustained combat, involving organized 
armed forces, resulting in a minimum of 1,000 battle-related fatalities” (Sarkees 
n.d., 1; see also Small and Singer 1982, chapter 2). There is less consensus regard-
ing international conflict short of war. The Uppsala-PRIO Armed Conflict data 
(Gleditsch et al. 2002) focus on conflicts with at least twenty-five battle deaths; 
the Militarized Interstate Dispute data (Jones, Bremer, and Singer 1996) include 
threats, displays, or uses of force; the International Conflict Behavior (ICB) proj-
ect focuses on crises, understood to be a perceived change in the state’s internal or 
external environment that generates a threat to basic values, a high probability of 
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military conflict, and the need for a short-term response (Brecher 1977; Brecher 
and Wilkenfeld 1997).2

The main advantage to using lower-lever conflicts as proxies for war is that 
full-scale international wars are relatively rare—so rare that trends are very dif-
ficult to tease out of the data. To the extent that lower-level conflicts either reflect 
the concept of interest (the initiation of force or violence, e.g., rather than the 
initiation of violence and its escalation past the one thousand battle deaths thresh-
old) or represent potential wars that failed to escalate, their inclusion can be infor-
mative. If they do not, however—as in the case of many mundane Coast Guard 
seizures and detentions, or the sorts of attacks on vessels flagged by third parties 
that took place during the “Tanker War” (Gibler, Miller, and Little 2016)—their 
inclusion will at best add noise to the data and at worst produce illusory trends or 
hide real ones (Gibler and Little 2017).

While the overwhelming majority of political scientists studying conflict focus 
either on interstate or intrastate conflict, more recent work from outside the field 
(Fagan et al. 2019; Spagat and Van Weezel 2020) pool data on the two types of war-
fare prior to looking for trends. There are two compelling reasons not to do so. The 
first is that substantial evidence already exists to suggest that interstate and intra-
state conflicts cannot be explained by a single theory (Levy and Thompson 2013). 
The second is that, because the power-law distributions that describe the fatality 
of intrastate and interstate conflicts have different slope coefficients (Spagat et al. 
2019), a change in the slope coefficient of the aggregated data could be an artifact 
of a shift in the ratio of subnational to international conflicts. Indeed, the change 
point that Spagat and Van Weezel (2020) find in the aggregate data coincides with 
a significant upsurge in intrastate war initiations relative to interstate ones.3

A separate but equally important question has to do with how the rate of inter-
national conflict initiation should be calculated. A rate is a normalized frequency; 
it takes into account changes in the number of opportunities for conflict initiation. 
Because the number of states that comprise the international system has changed 
dramatically over the past few centuries, the raw frequency of conflict initiation 
would increase even if the rate remained constant. If we are interested in changes 
in the probability that states will fight, we have to account for the number of 
states (or, technically, pairs of states) that can fight—i.e., the number of “politi-
cally relevant dyads” (Maoz and Russett 1993).

The fact that data exist on politically relevant dyads should not inspire compla-
cency, however. As Bennett (2006) and others have pointed out, some 15–25 per-
cent of all MIDs occur between states that Maoz and Russett’s original measure 
of political relevance would code as irrelevant. In part to address this concern, 
Braumoeller (2019, chapter 4) uses a continuous measure of political relevance, 
which allows the relationship between the covariates and the latent measure to 
be estimated rather than assumed (Braumoeller and Carson 2011).4 Braumoeller 
uses the area under a receiver-operator curve (ROC) to gauge the measures’ abil-
ity to distinguish between MIDs and non-MIDs and finds that the continuous 
measure does a better job than the original.
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THE LETHALITY OF WAR

Just as there are different answers to the questions of what should count as con-
flict and how politically relevant dyads should be measured, the lethality of war 
is a contested concept. The scholars who pioneered the original Correlates of 
War data envisioned three distinct but useful dimensions along which the size of 
war might be captured: magnitude or nation-months of war, severity or raw battle 
deaths, and intensity, conceived of as either magnitude or severity divided by the 
pooled prewar populations of the combatants (Small and Singer 1982, chapter 3). 
For the most part the literature has paid less attention to magnitude as a measure 
of war, focusing on either severity or intensity (in the sense of severity normal-
ized by pooled population). More recently a third measure of lethality—battle 
deaths divided by world population or prevalence (Pinker 2011; Braumoeller 
2019)—has become a focus of study. To make matters worse, scholars differ on 
whether lethality should be measured on a war-to-war or a year-to-year basis, 
with different operationalizations producing different conclusions.

While at times the disagreement over which measure to use takes on some ele-
ments of a religious debate, there are nevertheless some useful principles from 
which to proceed when selecting a measure. If the goal is to understand war as a 
public health problem, in comparison with other prominent causes of death like 
cancer or heart disease, a per capita metric can provide a common metric for 
comparison. Such comparisons must be made with care, of course, as the lethal-
ity of thick-tailed phenomena like wars and epidemic disease will be deceptively 
low much of the time. It’s true that war has killed only a tiny fraction of humanity 
in the past ten years. The same was true of the early to mid-1930s, right before 
World War II caused the deaths of about 3 percent of the global population. Short-
term snapshots comparing war to other public health problems generally fail to 
account for its extreme volatility.

If, on the other hand, the goal is to understand the lethality of war from a 
social-scientific perspective—that is, as the result of human behavior and deci-
sions—a good case can be made that the most appropriate measure to use is the 
one that actually influenced those decisions (Uslaner 1976, 132). This principle 
suggests severity as a measure in tests of behavioral theories: Within the literature 
on war termination and public opinion, for example, scholars are all but unani-
mous in arguing that raw battle deaths influence leaders’ decisions (see, e.g., 
Mueller 1985; Gelpi, Feaver, and Reifler 2005; Kriner and Shen 2014; Sirin and 
Koch 2015). The case for intensity is that, in so doing, they implicitly normalize 
for overall population size (Braumoeller 2019, 43).

Regardless of the measure chosen, challenges to inference remain. Overall 
fatality numbers are so notoriously uncertain, even for recent conflicts, that schol-
ars have chosen to use battle deaths as a proxy, but even battle deaths are often 
difficult to estimate with certainty (Gohdes and Price 2012; Lacina and Gleditsch 
2012). While scholars have explored alternative methodologies for measuring 
fatality rates with greater precision—Obermeyer, Murray, and Gakidou (2008), 
for example, use survey data to do so and arrived at significantly higher estimates 
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of lethality than those contained in the Uppsala-PRIO Armed Conflic data—such 
approaches are often applicable only to the most recent wars.

To complicate matters further, as Fazal (2014) and Cirillo (2008) have pointed 
out, improvements in military medicine have greatly reduced the number of battle 
fatalities attributable to disease, a welcome development that biases the data 
toward accepting the decline-of-war hypothesis. Indeed, the magnitude of the 
effects of battlefield medicine is so substantial—a twofold to threefold increase 
in the ratio of wounded to killed, according to Fazal’s data—that it could very 
easily mask an increase in the frequency of soldiers’ attempts to kill one another. 
Such an outcome would of course be deeply problematic for theories that posit 
that humanitarian norms and values are driving a decline in warfare.

Changes in military technology too could be expected to have an impact on 
the lethality of war. As mentioned earlier in this chapter, Cederman et al. (2011) 
argue that changes in military doctrine during the Napoleonic Wars had a lasting 
impact on the lethality of war. Historian Michael Howard (1976, chapter 6), look-
ing at the same period, argues that the advent of rail transport in the middle of the 
1800s, which dramatically extended states’ ability to move and supply troops, is 
an equally if not more plausible driver of lethality. Today’s weapons of war are 
becoming more lethal and more capable of precision targeting, a trend that could 
point in either direction. More confounding still, because the distribution of lethal 
war technology throughout the system remains highly unequal, its effects will be 
spread out over time and across space.

Studies of the lethality of war, moreover, are typically agnostic regarding one 
of the biggest processes by which wars become lethal—conflict diffusion or 
contagion (Kadera 1998; Beardsley 2011), which can be enhanced or suppressed 
by military alliances (McDonald and Rosecrance 1985; Siverson and Starr 1989; 
Christensen and Snyder 1990; Leeds 2003; Colaresi and Thompson 2005; Fang, 
Johnson, and Leeds 2014). The most severe wars, unambiguously, are the two 
world wars, which achieved high levels of lethality in absolute terms by virtue of 
having spread to cover much of the globe. The most intense wars, on the other 
hand, are the Paraguayan War of the 1860s, the Chaco War of the 1930s, and the 
Iran-Iraq War of the 1980s, all of which took breathtaking tolls on their popu-
lations but remained relatively contained. One measure, therefore, very much 
privileges wars that spread, while the other does not.

Measurement, in short, is a major challenge facing the growing literature on 
systemic trends in warfare. While many thousands of person-hours have gone 
into collecting, cleaning, and disseminating the data that form the core of these 
studies, there are very real limits to the accuracy and precision of what we can 
know about the events they describe. Pushing those limits and characterizing the 
uncertainty that remains should be high priorities for research in the short term, 
as much else depends on them.

Moreover, the lack of consensus on which measures best reflect quantities 
of interest produces a disturbingly high number of “researcher degrees of free-
dom” that both invite p-hacking and complicate attempts to reach consensus. 
Exemplary in this regard is Spagat and Van Weezel (2020), which varies five 
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elements of the research design to produce hundreds of p-tests grouped into six-
teen distinct scenarios, only two of which yield a statistically significant change 
point.5 The authors nevertheless conclude that the findings “shift the debate in 
favour of the decline-of-war thesis” (140).

METHODOLOGICAL ISSUES

This review also reveals a diversity of methodological approaches to the study of 
trends in warfare. Leaving aside studies that eschew statistical inference entirely (e.g., 
Pinker 2011; see also Pinker 2012; Taleb 2012), two methodological issues come to 
the fore: the challenges of dealing with the thick-tailed data that are associated with 
lethality, and the problem of finding significant change points in time-series data.

The most substantial methodological issue with early studies of war severity 
and intensity has to do with the statistical properties of extremely thick-tailed 
data. While most social science statistics courses note that the central limit theo-
rem works best with normally distributed data, there is little appreciation for how 
poorly it works with extremely skewed data or for what its failure implies.

Figure 16.1 makes this point graphically by charting the sample means of data 
drawn from normal and power-law distributions as the number of observations 
goes from one to five thousand. Each panel contains twenty lines that represent 
separate runs with different random seeds. In the top panel we can see that draws 
from a normal distribution quickly converge to the population mean (the dashed 
horizontal line). The bottom panel, by contrast, is an inferential nightmare. While 
most lines trend somewhere well below the population mean, some do not, and 
even fairly large samples may have means that are twice the population mean.

A standard approach to dealing with this problem has been to log the fatalities 
measure to induce normality and then include it in a standard generalized linear 
model of some sort (see, e.g., Weisiger 2013). As Clauset, Shalizi, and Newman 
(2009, 690–92) and Packard (2009) point out, however, this approach is seriously 
flawed. Understanding their solution requires a brief discussion of the nature of 
power-law distributions.

A power-law relationship is one in which one variable varies as a function of 
the power of another. In the simple and common case most often discussed in 
the conflict literature, the probability that a war will exceed a certain level of 
lethality is a function of that lethality raised to some power: Pr(X>x) ~ x-α. The 
exponent, α, is referred to as the slope coefficient because it captures the slope of 
the characteristic power-law line in log-log space, as illustrated in Figure 16.2.

While power-law calculations are initially a challenge to intuition, they yield a 
straightforward interpretation: A war that is x times the lethality of another war is xα 
times as rare (see Table 16.1). So for α = 2, a war that is twice as lethal as another 
is four times as rare, and a war that is three times as lethal is nine times as rare; but 
if α = 3, those wars are eight times and twenty-seven times as rare, respectively. 
Larger values of α indicate that large wars are even more rare, while smaller values 
indicate that they are more common.
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Figure 16.1. The failure of the central limit theorem when data are extremely skewed. 
Running means of draws from a normal distribution quickly converge to the popula-
tion mean, while running means of a power-law distribution fail to do so even in large 
samples.

Figure 16.2. Two lines describing power-law relationships. The steeper slope, which 
reflects a larger slope coefficient (α), indicates a set of wars that are less escalation-
prone, while the shallower slope indicates a set of wars that are more escalation-prone.
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Aside from its substantive interpretation, the slope coefficient is of consider-
able methodological importance: devising a statistical test based on it is the key 
to getting around the challenges that power law-distributed data represent for 
the central limit theorem. Simply put, the slope coefficient is better behaved in 
small samples than the mean, and the mean is a function of the slope coefficient.  
By comparing slope coefficients we can draw inferences about the relative 
lethality of subsets of wars even with relatively small samples.

Clauset et al. (2009) propose what has become a widely accepted methodology 
for evaluating the fit of data to a power-law distribution, easily executed in the R 
programming language (Gillespie 2015). While that methodology is not designed 
to test for change points in power-law data, Cederman et al. (2011) advocate a two-
step approach—a standard Kolmogorov-Smirnov test to look for candidate change 
points, followed by an F-test of the ratio of the slope coefficients to confirm them. 
Braumoeller (2019, chapter 5, 238–42) modifies and extends this procedure by 
adding an Anderson-Darling test, a modification of the  Kolmogorov-Smirnov test 
that weights data in the tails more heavily, and using the bootstrap to test for equal-
ity of slope coefficients, as estimated via Clauset et al.’s method.

Different inferential strategies are of course possible. Clauset (2018), for exam-
ple, looks for a post-1945 decline in the severity of war by simulating post-1945 
wars based on the parameters of a pre-1945 model and showing that actual post-
1945 outcomes are not at all inconsistent with the prewar data-generating process.

To date these methods have been used to assess the impact of a single binary 
variable—typically, time period—on lethality. More recently Cunen et al. (2020) 
have introduced a change-point detection algorithm for thick-tailed data, first 
developed in Cunen, Hermansen, and Hjort (2018), and use its results to argue in 
favor of a decline of the lethality of war after 1950. The technique differs from 
those that precede it in that it utilizes the full range of the data; because power-law 
behavior typically occurs only in the thick tail of the data, the earlier studies listed 
all discard some range of less lethal wars when estimating the slope coefficient.

Informed opinion differs on the question of whether this is the best way to look 
for changes in war’s lethality. The argument in favor of doing so is that all obser-
vations, not just the largest, are relevant to the question of whether two samples 
differ significantly. The argument against is that the curve of best fit through the 
bulk of the data does not always provide a good fit to the tail, and the slope of the 

Table 16.1. The power-law distribution of war fatalities implies that, while most wars 
will kill few people, there is a nontrivial probability of war becoming incredibly lethal. 
Rounded fatality calculations are from Braumoeller’s (2019) estimates of post–World 
War II power-law parameters, based on the methodology of Clauset et al. (2009). 

With this 
probability…

90% 70% 50% 30% 10% 1% 0.1%

… a new war will 
kill at least this 
many people

1,300 2,100 4,000 11,000 92,000 8,000,000 700,000,000
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power-law tail is the quantity of interest when comparing the escalatory behavior 
of wars. Indeed, the post-1950 curve (Cunen et al. 2020, Figure 4B) fits the data 
for the largest wars quite poorly. The question of whether to believe these find-
ings or the power-law results, which the authors also conclude show no change, 
cannot be resolved statistically: both findings are correct given their assumptions 
about the distribution of war lethality. We need more insights into the theoretical 
mechanisms that produce war lethality before we can make an informed judg-
ment about which statistical distribution is appropriate.

Compared to the distribution of fatalities, the distribution of conflict onsets is 
not nearly as skewed, though its degree of skew should inspire at least some cau-
tion among scholars inclined to use standard generalized linear models to look for 
change points. Fortunately recent developments in change-point detection algo-
rithms have made powerful and very general techniques easily available (e.g., 
James and Matteson 2014; Matteson and James 2014; see also the application in 
Braumoeller 2019, chapter 4).

The overall picture on the methodological front is thus relatively bright, 
though challenges remain. The past decade has brought methodological advances 
that have revolutionized the study of trends in interstate conflict and pushed the 
debate forward in interesting and useful ways. Further developments and debates 
can be anticipated of course, and to the best of the author’s knowledge nothing as 
neat and tidy as an R package that will permit easy multivariate inference about 
the covariates that drive changes in power-law distributions currently exists. But 
these are soluble problems, and new work continues to expand what we can know 
about trends in the lethality of war.

THEORETICAL MECHANISMS

Perhaps the greatest opportunity and the most urgent priority in this literature lies 
in the area of theory. Surprisingly little is known about why wars escalate so dra-
matically. While quite a bit more is known about conflict initiation, most extant 
theory is situated at the dyadic level, and generalization from countries or dyads 
to the level of the international system is not necessarily intuitive.

The Lethality of War

Empirical studies have repeatedly shown that war fatalities are plausibly power-
law distributed and, further, that their escalatory potential is alarming: as Cirillo 
and Taleb (2019, 2) put it, war is “the mother of fat tails, far worse than the 
popular 80/20 rule: there are few phenomena such as fluid turbulence or thermal 
spikes on the surface of the sun that can rival the fat-tailedness of violence.” 
When wars do snowball, in other words, they can easily become incredibly, 
spectacularly lethal.6

What we don’t know is why wars escalate with such ferocity. Given their 
remarkable potential to kill large numbers of people, understanding the process 
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by which they do so should be a high priority both for social science and for 
humanity. Yet at present we know shockingly little.

That lack of knowledge is not due to a lack of ideas. Dozens of theoretical 
mechanisms produce power law-distributed data (Andriani and McKelvey 2009), 
and more than a few have been proposed to explain the lethality of war. In no 
particular order, they include:

• Self-organized criticality (Bak, Tang, and Wiesenfeld 1987), both in its most 
general form (Cioffi-Revilla and Midlarsky 2013) and with forest fire dynam-
ics (Roberts and Turcotte 1998), natural disasters (Chatterjee and Chakrabarti 
2017), and state-building (Cederman 1997, 2003) as specific models

• A two-sided gamblers’ ruin, a model of the process by which two actors gam-
bling against one another eventually produce a loser (Braumoeller 2019)

• The Matthew effect (Merton 1968), a process by which initial advantages ac-
cumulate, named after the Parable of the Talents in the biblical book of Mat-
thew, the source of the common observation that “the rich get richer” (Pinker 
2011)

• The Red Queen effect (Van Valen 1973), an evolutionary hypothesis that ex-
plains increases in relative fitness as a function of competitive selection pres-
sures (Johnson et al. 2011)

• A unified theory of human violence across levels of aggregation, first sug-
gested by Richardson (1948) and expanded by Pinker (2011) and Spagat et al. 
(2019); see also Levy and Thompson (2013) for a critique

At the same time we have no shortage of empirical studies that explore the 
relationship of various factors, such as arms races, balances of capabilities, and 
domestic political audience costs, to escalation—conventionally understood as 
escalation to war rather than escalation within war (Wallace 1982; Diehl 1983; 
Huth, Gelpi, and Bennett 1993; Fearon 1994; Partell 1997; Sample 1997; Smith 
1999; Reed 2000). Extensions of these insights to within-war escalation has 
been relatively rare, however, and at present none has been shown to explain the 
power-law distribution of war fatalities.

The problem, then, is not an absence of ideas about why wars escalate, but 
rather an inability to distinguish among them. All of the candidate explanations 
point to an essentially stochastic process of escalation; they differ only in the 
mechanism that gives rise to that process. The similarity of their empirical impli-
cations may make it exceptionally difficult to distinguish among them solely 
based on data on escalation.

Oddly enough, although we know very little about the reasons for which war 
intensity or severity follows a thick-tailed distribution, we do know something 
about why wars get more or less deadly—though we don’t know much. In a book 
published thirty-five years after the inception of the Correlates of War project, 
Professors Daniel Geller and J. David Singer reviewed more than five hundred 
studies that had utilized Correlates of War data (Geller and Singer 1998). While 
they listed sixteen factors that had consistently been shown to correlate with the 
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onset of conflict, they noted only two that consistently correlate with duration 
or severity: the involvement of one or more major power, and the existence of 
a highly polarized alliance system. While these correlations are suggestive, it’s 
not clear exactly what to make of them. Both the involvement of major powers 
in war and the existence of highly polarized alliance systems prior to war could 
produce bigger and deadlier wars, or they could be indicative that the conflict that 
prompted war was more serious to begin with.7

More recently, as noted earlier in this chapter, Cederman et al. (2011) have argued 
that military doctrine can have a dramatic impact on the severity of international war. 
They examine the case of the French levée en masse, the system of mass conscrip-
tion implemented by the Convention nationale in 1793. Until that point European 
wars had largely been fought by small, professional militaries led by aristocratic 
officers. By pressing all able-bodied young men into service and putting the rest of 
society to work in the service of the state, the French threatened to overwhelm their 
opponents, who were forced to adopt similar measures in their own armies. Although 
European rulers managed to put the Napoleonic genie back in the bottle temporarily 
by re-forming their postwar armies along eighteenth-century lines, the advent of rail 
transport in the mid-1800s soon solved two major problems—moving and supply-
ing troops—that had generally limited the size of armies to eighty thousand men. 
By 1870 Germany was able to deploy 1,200,000 men against France—twice the 
number that Napoleon had led into Russia (Howard 1976, chapter 6). As Cederman 
et al. demonstrate, this fundamental change in military doctrine corresponded to a 
significant increase in the lethality of the wars that countries fight.8

As the example of the railroad suggests, technology may be one key to under-
standing changes in the parameters that govern escalation. Railroads and the levée en 
masse had one obvious effect: putting more human beings on the battlefield to try to 
kill other human beings. This straightforward increment in the lethality of each step 
on the escalation ladder could very plausibly reduce the overall lethality of the war, 
even absent changes in the stochastic process that drives states from one rung on the 
escalation ladder to the next. It is not hard to imagine other technological advances 
driving escalation: Cirillo and Taleb (2015) have argued, for example, that the lethal-
ity of military weapons could theoretically produce a shift toward deadlier conflicts.

At the same time technological advances can reduce the lethality of warfare, 
as Fazal (2014) has shown in the case of military medicine. Moreover, the advent 
of drone warfare may well have the opposite effect of the levée en masse by 
significantly reducing the number of deaths required to achieve battlefield goals.  
One caveat is in order: technologies that make wars less costly may have the 
perverse effect of making them more common (Jervis 1984).

More candidate explanations for drivers of the parameters that govern esca-
lation are needed, and given the lethality of war they should be seen as a high 
priority. While it is not essential that these explanations themselves be capable 
of generating power-law distributions of lethality, there should at minimum be a 
bridge to the processes that do. So, for example, while the profitability of peace 
and the rise of the state have been proposed as determinants of conflict lethality 
(e.g., Gat 2008, 2013), their connection to processes of escalation remain unclear. 
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One promising candidate is described by Diehl, Owsiak, and Goertz (chapter 10 
in the present volume), who argue that declining territorial conflict has helped 
account for the growth of peace.

The Rate of Conflict Initiation

As far as theoretical explanations for trends in conflict initiation are concerned, the 
picture is much different. As the rest of this book documents, the conflict studies 
community has developed and tested a staggering array of explanations of conflict 
at the dyadic level. Occasionally, when the prevalence of a cause changes over time, 
these dyadic effects have been generalized to the level of the international system. 
The most obvious example of a candidate cause of systemic peace is the spread of 
democracy (Gleditsch and Hegre 1997; Mitchell, Gates, and Hegre 1999; Gartzke 
and Weisiger 2013; Crescenzi and Kadera 2016). Other candidates, explored else-
where in this book, include changes in the polarity of the international system, trends 
in the issues that give rise to war, and trends in institutionalization, conflict manage-
ment, security communities, the spread of nuclear weapons, and so on.

There is in principle no reason that the sorts of monadic or dyadic phenomena 
that we typically study as sources of conflict behavior could not explain systemic 
outcomes. There is also no reason to believe that they aggregate unproblemati-
cally and in a direct, linear fashion to outcomes at the level of the international 
system. The entire field of complex systems is founded on the insight that out-
comes at higher levels of aggregation cannot easily be inferred from behavior at 
lower levels; in Thomas Schelling’s memorable formulation, “micromotives” do 
not automatically translate into “macrobehavior” (Schelling 1978).

Even in an apparently simple case such as the spread of democracy, which by 
most accounts pacifies dyads unconditionally, the systemic implications are not 
obvious. It makes little sense, for example, to expect the democratization of Bolivia 
and Botswana to increase the prospects for peace between them, as they likely 
could not fight in the first place. Once we remove such politically irrelevant dyads 
from the sample, however, we find that the topography of the network of interna-
tional connections heavily conditions the impact of democratization on systemic 
peace. If democratization begins with the major powers, which are most central to 
the network, and proceeds outward in order of centrality, the impact of democrati-
zation on systemic conflict will be roughly linear. If, by contrast, democratization 
begins in the periphery, 80–90 percent of the states in the system would have to 
democratize before even a modest impact on systemic peace would be felt (see 
Figure 16.3). The reason is straightforward: the states most likely to democratize in 
the latter scenario are also the states least able to reach one another.

Topography is of course far from the only factor that complicates the connec-
tions between monadic processes and systemic outcomes. Because aggregation 
across levels so often produces emergent behavior, nothing short of actually 
taking a complex-systems approach to modeling it will suffice to bridge the gap. 
In short, as theorists from a wide range of international relations traditions who 
agree on little else (Waltz 1979; Jervis 1997; Wendt 1999; Braumoeller 2013) 
have repeatedly pointed out, systemic insights require systemic theory.
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CONCLUSION

Given the history of marked inattention to the question of systemic trends in 
interstate conflict and the recent surge in interest on the issue, it is perhaps not 
surprising that this chapter has focused as much on what we don’t know about 
war as on what we do. Quite a bit remains to be done in this literature, from 
improving measurements, to developing and popularizing new methods, to 
understanding conflict escalation and recasting processes of conflict initiation in 
systemic perspective.

At the same time vastly more progress has been made on understanding sys-
temic trends in interstate conflict in the past ten years than had been made in the 
sixty years prior. Where the empirical study of trends and outcomes had previ-
ously been limited to a small number of isolated efforts, a growing community 
of scholars has now turned to the task with focus and energy. While their early 
efforts were clearly inspired by the gauntlet thrown down by Pinker the debate 
over whether Pinker was right has gradually taken a back seat to a more diverse 
and (to academics, anyway) more interesting question of what drives changes in 
warfare large enough to be felt across the international system. Such research is 
welcome, and at the present moment, very much needed.

Figure 16.3. The relationship between monadic democracy and systemic conflict, 
conditional on order of democratization, assuming for the sake of illustration that the 
probability that democratic dyads will fight is zero.



 Trends in Interstate Conflict 289

NOTES

1. The most memorable application of the Poisson distribution to data was Bortkie-
wicz’s (1898) demonstration that the number of Prussian soldiers kicked to death by horses 
conformed closely to a Poisson distribution.

2. Following Pinker (2011), a growing number of studies use data from Brecke’s “Con-
flict Catalog” (Brecke 1999) to measure trends in even very low-level violent conflict 
going back to AD 1400 (see, e.g., Iyigun, Nunn, and Qian 2017; Martelloni, Patti, and 
Bardi 2019). While the availability of this data set, recently extended to AD 900 (Lee et al. 
2019), makes long-range analysis tempting, the scholar who compiled the data set is can-
did about the fact that it is unfinished and contains substantial errors, especially in some re-
gions and especially in earlier periods (Brecke 2012). While it could hardly be otherwise, 
of course, few who use the data seem aware of its severe limitations. Bavel et al.’s (2019, 
7) critique of the data should strike fear into the heart of even the most adventuresome.

3. A change point is a point at which the probability distribution of data changes signifi-
cantly. In the decline-of-war literature a change point is typically taken to mean a point at 
which either the lethality of war or the rate of conflict initiation changes to a greater degree 
than we would expect it to by chance.

4. Specifically, political relevance = Λ(4.801 + 4.50 × contiguity − 1.051 × log(distance) 
+ 2.901 × major power). Here, Λ() denotes the standard logistic function, f(x)=1/(1+e-x). 
Discrimination of fit was evaluated using the area under a receiver-operator curve (ROC).

5. The first four elements are the data set used, the measure used (severity vs. preva-
lence), the proposed temporal cut-point, and the type of war included (only interstate vs. 
pooled interstate and intrastate). Those binary elements yield sixteen scenarios, only eight 
of which are presented; the authors’ admission that “adjusting for world population levels 
is essential to get anything resembling the results in this chapter” (138) indicates that the 
other eight do not yield significant results. Within each scenario the fifth element, the 
lower bound of the power-law distribution, is varied continuously, yielding something like 
fifty distinct p-tests per scenario, for a grand total in the neighborhood of eight hundred 
p-values, which are not adjusted to take into account multiple inference.

6. It is worth noting that, because power-law distributions generally have a lower limit, 
not all wars can be expected to snowball: only those that reach a certain size can be ex-
pected to exhibit shocking escalatory behavior. This mathematical point could have useful 
connections to the argument made by Vasquez and Valeriano (2010) that major systemic 
wars are a different category of wars with distinct causes.

7. Some isolated studies have taken on the issue of war intensity and severity: Goldstein 
(1988), for example, argues that war intensity is related to long, cyclical variations in the 
global economy, and Hopf (1991) demonstrates that war intensity is unrelated to polarity, 
or the number of great powers in the international system at a given time.

8. Cederman et al. (2011, 623–24) put the timing of this change between 1780 and 1790, 
which is puzzling given that Howard (1976) points out that European armies continued 
to be formed along eighteenth-century lines until the 1860s. The most reasonable inter-
pretation, I think, is that the nationalist wars of the early 1800s were small enough and 
sufficiently localized not to run up against the technological limitations on the movement 
and supply of troops.
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Chapter Seventeen

Some Brief Observations on the 
Contemporary Study of War

William R. Thompson

A half century ago I was supposed to write a critique of quantitative work on war 
for a directed readings course.1 I never completed the course because I was unsure 
where to begin and had other topics that needed attention.2 Five decades later I 
have been a sometime participant in the study of war yet I remain skeptical about 
some aspects of our collective undertaking. By no means does my skepticism 
extend to the entirety of the study of war. We have better arguments, better data, 
and richer findings than ever before. Readers are invited to go back to the literature 
of the late 1960s and early 1970s and see for themselves just how thin our initial 
understanding of war behavior was back then in comparison to the work sum-
marized in the three editions of What Do We Know about War? The study of war 
has definitely progressed just as it still possesses problem areas that need more or 
different kinds of attention. These areas fall into two clusters: theory and cumula-
tion/conceptualization/operationalization. Rather than praise the progress, I prefer 
to curmudgeonly harp on how we might improve our craft further.

THEORY

A few years ago Mearsheimer and Walt (2013) made a bit of a splash with a paper 
criticizing international relations (IR) work as addicted to simplistic hypothesis 
testing. While they explicitly disavowed their paper as a cri de coeur by two 
grumpy realists who were opposed to quantitative analysis, they did publish the 
paper in a journal that is most unlikely to ever publish quantitative analysis, they 
have never done quantitative analysis themselves, and their evident target was in 
fact quantitative analysis in IR. The folk wisdom that if it sounds and walks like 
a duck, it probably is a duck seems to pertain. All that notwithstanding, they have 
a point but not exactly for the reasons they advance. Moreover, the point applies 
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directly to the study of war, which has been a prominent area for quantitative 
applications within IR scholarship.

Their argument begins with the uncontestable assertion that theory creation and 
hypothesis testing are both central to IR scholarship. Of the two, they privilege 
theory creation over hypothesis testing as the more important of the two types of 
activity. That may be true in the sense that without theory creation hypothesis test-
ing is difficult to justify, but one can also ask what is the point of theory creation 
if the outcome goes untested or remains untestable? It is better to think of them as 
complementary activities as opposed to one being inherently superior to the other.

Mearsheimer and Walt also go astray or, one might say, reveal their true colors 
by the way in which they justify the privileging of theory over hypothesis testing. 
They note that the most famous and prestigious scholars in the IR field accord-
ing to surveys are people known for their theories more than for their empirical 
work. Most IR books they consider classics are theoretical in nature. Third, grand 
theories, the “isms,” are prominent in graduate course syllabi and the beginning 
chapters of undergraduate texts. While they acknowledge that middle range and 
formal theories have roles to play, it is fairly clear that, for them, theory is pri-
marily synonymous with the isms (e.g., realism, liberalism, constructivism). The 
most prominent scholars are central progenitors of the isms. Classic readings are 
classic because they advance “ismatic” arguments. Yet Mearsheimer and Walt 
lament that job postings in the field are more likely to ask for hypothesis testing 
skills than theory—read ism—proficiency.

The problem here is that the isms have not been all that productive for the 
creation of empirical theory (see, for example, Lake 2011). Isms themselves 
are clusters of assumptions about how the world works that have attitudinal 
(pessimistic, optimistic) and ideological (conservative, liberal) connotations 
(Rathbun 2012). Whatever else they may be, they tend to be pre-theoretical. 
That generalization does not mean that they cannot be used to generate empirical 
theory. Mearsheimer and Walt have both demonstrated that realism can be used to 
develop testable theories. Others have used liberal and constructivist arguments 
to develop testable notions about the democratic peace and the impact of ideas. 
Yet, by and large, most empirical theory in IR and war studies are not directly 
linked to the isms and, even if they were, probably should not be.3 I come back 
to the second part of this assertion later in this chapter.

Mearsheimer and Walt (2013, 431) are back on the right track when they 
describe theories as simplifications of reality that single out selected factors to 
provide a causal story.

A theory says how [key conceptualizations and variables] are defined, which 
involves making assumptions about the key actors. Theories also identify how 
independent, intervening, and dependent variables fit together which enables us to 
infer testable hypotheses. … Most importantly, a theory explains why a particular 
hypothesis should be true, by identifying the causal mechanism that produces the 
expected outcome(s). Those mechanisms—that are often unobservable—are sup-
posed to reflect what is actually happening in the real world.
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Isms per se do not perform these functions but theories should, and the better 
they do these things, the stronger, presumably, is the theory. What Mearsheimer 
and Walt dislike, “simplistic hypothesis testing,” does not perform these same 
functions very well. As they characterize the object of their scorn, the recipe for 
simplistic hypothesis testing involves:

a. selecting a dependent variable,
b. then selecting one or more independent variables that might account for some 

variation in the dependent variable,
c. finding a data set(s) that contains appropriate measures of the variables in 

question,
d. testing hypothesized linkages between the independent and dependent vari-

ables,
e. anointing the relationships with statistical significance as the main assessment 

criterion,
f. advancing the research outcomes as contributions to our knowledge of inter-

national behavior.

Put differently, Mearsheimer and Walt’s main complaint is that many (most? all?) 
quantitative analyses do a better job at testing hypotheses than they do drawing 
the hypotheses from explicit theories or constructing appropriate theories when 
necessary. I think it is fair to say that many of us in the study of war, as well as 
in the study of IR and exempting formal theorists, are guilty to varying extents 
of putting more effort into hypothesis testing than empirical theory construction 
and hypothesis derivation.4 One very real motivation for doing so is that journal 
reviewers often put more stress on statistical analysis than on the theoretical value 
of the findings. This observation is not a call for less emphasis on methodologi-
cal questions. Neither is it meant to suggest that reviewers rarely say anything 
about theory. But there is a tendency to either like or dislike what theories say as 
opposed to assessing theoretical coherence or the net theoretical value added. At 
the same time, executing the statistical analyses appropriately is rarely a simple 
or easy matter. Care must be exercised to get things as right as one can.5

But the problem remains that too many analysts of war are more comfortable 
with hypothesis testing than they are with theory construction and evaluation. 
Part of the problem goes back to the culture of IR scholarship in respect to folk-
ways that encourage embedding theoretical arguments in discursive verbiage. 
It is not always easy to extract exactly what the theory is in such presentations. 
Agreement on what a less-than-explicit theory says, as a consequence, is also 
less likely. The solution is to make our theoretical arguments more explicit and 
spend more time delineating the causal mechanisms at work. That has not been 
our custom, but it is a trait that could be turned around to considerable benefit.6

Still, making theory construction more explicit is not enough. We also need 
more complicated theories that integrate multiple levels of analysis and multiple 
independent variables.7 The modal tendency in the study of war has been to choose 
one level of analysis and one topical independent variable to explain war. Thus 
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we have systemic, national, and individual theories and analyses. We also have 
arguments that highlight hegemony, territory, capabilities, or misperceptions as the 
key to war behavior. What are needed are more complicated arguments linking all 
four of these (levels and variables) or other levels and variables to better account 
for the complexities of war behavior. This is hardly a new complaint—just one 
that, unfortunately, remains germane despite considerable explanatory progress. 
Neither does the complaint imply that we do not have attempts at doing just that—
that is, theories linking multiple levels and independent variables.8 We have some 
but they have been long in coming, remain few in number, and need rival interpre-
tations of how the levels and variables go together. Another way of putting it is that 
we need more arguments about war that mix and match the presumed complexities 
of warfare—as opposed to singling out another dimension of the warfare elephant 
for close scrutiny. We have a lot of the latter; we need more of the former if we 
are to continue making progress on explaining the onset of war.

One desideratum that falls in the theory section and overlaps with the section 
to come on conceptualization/operationalization is that we need to reinvigorate 
the notion of levels of analysis. Yet I hasten to add that we do not need to restore 
levels of analysis discourse as existed before. When the levels of analysis discus-
sion emerged with three, four, or five layers (take your pick), we acknowledged 
their existence and then went our separate ways. Each analyst more or less picked 
the level with which they were most comfortable and largely ignored what went 
on in the others. Then came dyadic analyses in the 1990s. Their success, partially 
enabled by very large N sizes, blew the other levels out of the water for a period of 
time. Now other levels are starting to reemerge thanks to changing geopolitics and 
perhaps the growing realization that everything of interest in IR is not a bilateral, 
state-to-state interaction. Hostility among major powers has returned, giving some 
restored credence to systemic-level analysis. The much overlooked regional level 
of analysis is getting a second look because regional differences seem more pro-
nounced—or maybe they always were and we were not paying sufficient attention. 
The individual level of analysis is also on the uptake thanks to new arguments and 
data and perhaps even more pronounced decision maker quirks than ever before.

Greater complexity in theory construction demands that we combine levels of 
analysis—as opposed to treating them as autonomous theaters of operation. No 
doubt that will not be easy. But it seems to reflect reality a little better than proceed-
ing as if only individuals matter or that regional and systemic contexts matter little.

One more reason for more complex theories is that less complex theories whittle 
down reality parsimoniously. That is something theories are supposed to do. But the 
generation of too many simple theories on the same or similar topics leads to a lot 
of theoretical fratricide. Here I have in mind missile fratricide that occurs when too 
many missiles are fired simultaneously in a narrow space. Some of these missiles 
will destroy some portion of the other missiles fired at the same time. I do not really 
know whether too many narrow theories are apt to destroy one another. But when 
we have arguments that say a + b leads to z, b + c leads to z, and c + d leads to z as 
well, would it not be obvious to see whether an all-encompassing theory that com-
bines a, b, c, and d could be developed to supplant the three more narrow theories 
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on z?9 Unfortunately that does not seem to be part of our research culture. We are 
more likely to generate more narrow theories introducing e, f, and g to the expla-
nation of z. Lest one think this complaint is an exaggeration, we do have at least 
seventeen theories/models of rivalry termination (Thompson 2018b). How many 
interpretations of the democratic peace are out there? For that matter, how many 
different ways are there to account theoretically for peace?10 Rather than only con-
tinuing to generate new explanations, some consolidation efforts might be useful.

I echo others as well in predicting that hierarchy will prove to be a more critical 
variable in most complex theories than will our peculiar hang-up with anarchy 
(Lake 2009; McDonald 2015; Bially Mattern and Zarakol 2016; Zarakol 2017; 
Volgy et al. 2018; Geller and Travlos 2019).11 Anarchy allegedly differentiates 
domestic politics from international politics. Domestic politics has central gov-
ernment and international politics does not. That may be a useful distinction for 
some purposes, but it is treating the distinction as a constant that gets us into 
trouble. To simplify greatly, the more hierarchy that exists at various levels, the 
more governance is possible and probable. Governance in international politics 
sometimes looks like domestic-style legislature products, but it often comes in 
rules laid down by stronger states. For that matter, governance in domestic poli-
tics sometimes looks like rules established by stronger actors too. But if we take 
levels of analysis seriously, then what is interesting is how global, regional, and 
national hierarchies interact—not just whether there are hierarchical arrange-
ments. More to the point perhaps, does hierarchy restrain conflict behavior? 
These questions will not be easy problems to resolve either.

CUMULATION, CONCEPTUALIZATION,  
AND OPERATIONALIZATION

One of the more frustrating aspects of war etiology studies is the lingering path 
dependencies pertaining to rather basic conceptualization and operationalization 
questions. As a consequence, we have less cumulation than we should and we 
still have to spend time debating basic issues. For example, we still treat the 
Composite Indicator of National Capability (CINC) as a sort of reflexive icon 
of operationalization even though its substantive implications are so obviously 
wrong (Kadera and Sorokin 2004; Rausch 2017). Any indicator that portrays both 
the USSR and pre-twenty-first-century China as transiting past the United States 
has dubious face validity as a measure of capability. Its mixture of quantity and 
quality indicators may be attractive in the abstract until one thinks about how 
those indicators are distributed in the annals of IR. By and large, states lead on 
some indicators and not on others. What happens then is that once we assume that 
all of the six indicators are of equal significance, states near the top of the scale 
tend to be lumped together as roughly equal, powerful states. For great or major 
powers, this tendency corresponds to a curious conceptualization that all mem-
bers of this elite group are more or less alike. That has never been the case. Some 
major powers privilege sea power over land power while others reverse the bias. 
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Some elite states are content to focus on their relative standing in the home region 
while others have focused on expanding market and political control far away 
from the home region. Some states are large with agrarian-based economies. 
Other states are relatively small but are dynamos in trade and innovation. These 
distinctions have made and continue to make for behavioral differences in major 
power behavior. If nothing else, it means that some major powers can project 
power over long distances while others cannot. Why this elementary observation 
is not more fundamentally enshrined in theoretical arguments is a puzzle that has 
endured since the discussion of great powers began in the early to mid-nineteenth 
century. As long as the issue is largely ignored or suppressed, one can expect less 
explanatory progress than might otherwise be the case.12

Another variable that has been around with some prominence for a consider-
able period of time is polarity. We spend a fair amount of time talking about the 
implications of unipolarity, bipolarity, and multipolarity but very rarely is there 
any effort to operationalize what these distributions of power mean other than 
counting the number of powers.13 Yet since we do not usually have minimal 
qualifications for designating states as major powers, the process tends to be cir-
cular, like a dog chasing its tail. Moreover, since we do not operationalize these 
terms we also tend not to appreciate some of their auxiliary characteristics. For 
instance, bipolarity, I would argue, tends to be asymmetrical (or at least it has in 
the past hundred years) and unipolarity is not a constant but is highly subject to 
entropy if nothing else. It may very well prove to be that the dynamics of polarity 
are more important than the categorizations. If bipolarity tends to be asymmetri-
cal, is it whether the second-ranking state is catching up or someone believes that 
they are catching up that is more important than whether there are two states that 
are more powerful than all others? If unipolarity tends toward erosion, do very 
strong unipolarity situations work the same way as very weak unipolarity struc-
tures? What if unipolarity is based exclusively on military capabilities and not on 
economic capabilities? Should not that make some difference?

Alternatively there is some tendency to treat polarity as a condition that is 
immune to interacting with other variables (see my earlier comment on the need 
for more complex arguments). What if polarity does interact with the other vari-
ables to make some difference? Tunsjø (2018), for instance, argues that analysts 
talk about bipolarity as if it influences behavior universally and without consider-
ation for temporal differences.14 If one contemplates comparing bipolar situations, 
however, geographical configurations might make some difference. A US-China 
bipolar confrontation centered on East Asia might work much differently than a 
US-Soviet confrontation focused on Europe. Why? The European region has few 
obstacles to territorial expansion and occupation by a large land army. To deter 
an attack, one has to threaten extreme nuclear consequences in order to make 
the effort too costly. East Asia, in contrast, is part continental and part maritime. 
Occupation by the largest land army would not be as easy and therefore the 
reliance on threatening extreme nuclear consequences may be less necessary to 
maintaining a stalemate between an aspiring continental hegemon and a defending 
maritime coalition. Thus, assuming bipolarity characterized the Cold War, the way 
the second half of the twentieth century played out may not be the best guide to 
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the way the first half of the twenty-first century may behave—again, assuming the 
Sino-American rivalry takes on a bipolar structure in East Asia.15

Not surprisingly, I think rivalry recidivism in conflict behavior should matter a 
great deal and occupy a more salient starting position than it does now. I will not trot 
out differences of opinion on how best to measure rivalry. More important is the idea 
that most actors in international politics do not engage in much conflict. Most con-
flict is about antagonists repeatedly beating up on each other. We should make better 
use of that fact both in theorizing and in developing research designs to test theories. 
The way it tends to work now is that analysts either work on rivalries per se or they 
work on some other topic within war studies. What I am advocating is that the other 
topics within war studies need more rivalry in their theoretical arguments. Processes 
of rivalry are too important to leave to scholars who choose to study rivalries.

Rivalry topics can be encompassed by four categories: origins, fluctuations in 
hostility, terminations, and consequences. We know a fair amount about origins (pri-
marily spatial, positional, and ideological in nature) and, as previously noted, have a 
number of ideas about how they end. We do not have a good fix yet on why rivalry 
relationships go hot and cold.16 I think it is fair to say that we know very little about 
what difference the existence of rivalries has on the countries that participate in them.

The study of arms races remains incomplete as far as I am concerned. Some 
might even argue that their early study helped spawn quantitative IR, courtesy 
of an unusually concerned meteorologist and former ambulance driver. Yet 
Richardson focused on military expenditures and so have most subsequent analy-
ses. I would be willing to consider rising military expenditures as one species of 
arms race but there is always the interpretation problem that they reflect general 
preparations for war. As a measure of the perception of increasing tensions and 
heightened threat expectations they could have some interest. People prepar-
ing intensely for war may be more likely to participate in war along the lines 
of thought that paranoids sometimes have reasons to be ultra-suspicious. But 
another species of arms race—as reflected in the racheting up of the numbers and 
lethality of ships, planes, and missiles—remains underdeveloped.17

The basic idea is that competitive arming leads to irrational outcomes such as 
war because an environment in which adversaries are improving their military 
standing induces fear. Presumably, the faster the arming, the more fear is generated. 
If enough fear is generated, the probability of war is greater than it might otherwise 
be. All of this hinges on actions and reactions—something we do not capture very 
well in our equations. Yet the fundamental question remains whether arms races 
really do make war more likely. I do not know the answer to this question. Neither 
can I nominate any wars in which arms races (of the second type), or the fear of fall-
ing behind an adversary’s success in creating more lethal weaponry, were clearly a 
major cause of war onset.18 Given my unsatisfactory answers to these questions my 
suspicion is that arms races are probably not a major cause of warfare.19 They may 
even contribute to suppressing the probability of warfare as much as they encour-
age it. But it would be good to have something more concrete than a hunch to go on.

We are beginning to spend more time on peace processes now and that is to 
the good. We should have been doing it all along. War and peace processes are 
not independent. Instead of zeroing in exclusively on the ends of the war-peace 
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continuum, we should make some progress by modeling the movements along 
the full continuum from warring rivals to security communities. For too long we 
gave too much credit to one possible source of more pacific relations—democra-
tization. It seems likely that we will find that more peaceful behavior is as com-
plicated as warring behavior (and that our understanding of one should inform 
how we think about the other).

Finally, among all of the possible topics on the causes of war, we have not done 
justice to the consequences of war. Yes, we have looked at war consequences (see 
Quackenbush, chapter 7 in this volume), but not as comprehensively as we might 
have. Clearly there is a difference between causes and consequences—one precedes 
and the other follows. But not always. Sometimes war consequences become war 
causes down the road. This observation relates back to the earlier comment on recid-
ivism. Some wars come in obvious sets—think Arab-Israeli, Indo-Pakistani, or the 
multiple Indochinese wars. I am sure I must be overlooking someone’s work (and, 
if so, I apologize in advance), but I do not recall any empirical examples of taking 
a set of interdependent wars as something to be explained as opposed to implicitly 
assuming that they are independent events to be analyzed en masse.20 There are of 
course statistical assumptions and reservations pertaining to independent versus 
interdependent events, but I am thinking more of the possible substantive payoffs of 
examining clusters of warfare as interdependent sets. There might be a problem with 
small N sizes but fortunately that is often the case with war examinations.

That said, the generalization also applies to the consequences of war as conse-
quences as well. Even if all consequences do not become causes in some future 
iteration, we should know more about them, just as more of us need to be working 
on peace processes as complementary (or otherwise) to studies of war. Whether 
Heraclitus is right about war being the father of all things, the positioning of war-
fare in the general scheme of behavior has been considerably central. Maybe it 
will not be in the future but we should have a more accurate sense of its centrality 
(or not) in the past.

In sum, a large number of scholars have devoted their entire careers to the 
study of warfare. That is something that could not be said prior to the 1970s. As a 
consequence we are much better off today than we were a generation or two ago 
in the sense that we know more now than we once did about the phenomenon of 
war. But as always is the case, there is more to do. We need to build on what has 
been done; we need to consolidate what we have learned. Then all we have to 
do is improve further on what has been accomplished to date. More attention to 
empirical theory construction should aid in that endeavor.

NOTES

1. Thanks to John Vasquez for his comments on an earlier draft.
2. I did a dissertation on military coups and earned tenure and promotion to associate 

and full professor largely on the basis of papers on what was then comparative politics 
and derived from the dissertation. Interestingly, in the past two decades the topics of civil 
wars and military coups have been co-opted to an impressive extent by IR scholars in part 
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because interstate warfare has waned so markedly. Granted, it may be difficult to dem-
onstrate statistically that interstate warfare has waned (see Braumoeller, chapter 16, this 
volume and Mitchell and Vasquez, chapter 19, in this volume for instance) but conven-
tional interstate wars in this century have definitely been scarce so far. It is true that civil 
wars have been more prominent in recent decades and it may be that nominally domestic 
warfare is masking an increase in regional proxy warfare (Castellano da Silva 2019; Twa-
giranungu et al. 2019). Nonetheless, classical warfare between major powers has been 
even more scarce since 1945 or 1953, regardless of how one counts the number of great 
powers. That may be the best place to look for a decline in warfare. Ironically, one of the 
reasons I quit studying coups back in the early 1980s was that coup proofing was working 
too well in too many of the most familiar countries to make it sufficiently interesting to 
study. We students of conflict get restless when our subjects seem to become more pacific.

3. The first part of this assertion is supported by an examination of the four volumes 
of empirical IR theory published as part of the Oxford Research Encyclopedia on Politics 
project (Thompson 2018a). Ism arguments are certainly present but scarce. Surveyed 
researchers have elsewhere indicated that their work is increasingly ism unrelated. Par-
enthetically, it should be noted that one-third of the four volumes’ contents address war 
and peace phenomena directly. More general approaches such as bargaining theory and 
the steps to war are discussed in Choucri and Agarwal (2018), and Owsiak (2018), and 
Gartzke and Poast (2018). Variations on approaches to peace processes are found in Bayer 
(2018), Bernhard, Örsün, and Bayer (2017), Chang and Kastner (2018), Diehl and Goertz 
(2018), Gibler (2018), Goldsmith (2018), Hutchison and Starr (2018), Mares (2018), 
Mousseau and Cao (2018), Reiter (2018), Schneider (2018), and Weede (2018). Regional 
processes are examined in Goldsmith (2018), Mares (2018), B. Miller (2018), Rhamey and 
Volgy (2018), Sakuwa (2018), and Volgy et al. (2018). Other topics include power transi-
tions (DiCiccio 2018; Souva 2018; Tammen, Kugler, and Lemke 2018), rivalry (Dryer 
2018; Pardesi 2018; Thompson 2018b), arms races (Rider 2018; Stoll 2018), deterrence 
(Carcelli and Gartzke 2018; Morgan 2018; Quakenbush 2018; Zagare 2018), military in-
tervention (Pickering and Mitchell 2018; Shirkey 2018), peacekeeping (DiSalavatore and 
Ruggeri 2018; Gizelis, Dorussen, and Petrova 2018), and territory (Hensel 2018; Wiegand 
2018). Related processes are found in Barbieri (2018), Carlson and Dacey (2018), Colaresi 
(2018), Fordham (2018), Geller (2018), Haas (2018), Lutmar and Terris (2018), Machain 
(2018), Masterson and Weeks (2018), Murray (2018), and Rasler and Thompson (2018). 
Another three of the four volumes are devoted to work on civil war processes.

4. Part of the problem is how we train students in methods. It is not surprising that these 
applied courses feature little if any attention to deriving hypotheses from existing empirical 
theory. If one is attempting to learn how to correlate two variables, what difference does it 
make whether the variables make any theoretical sense? Then again, the instructors may 
know something about one of the more than six subfields of political science but little about 
the others. But there is also something of a tendency to make up empirical theory as we 
go along, à la MacGyver, that is particularly endemic in the international politics subfield, 
although probably not something on which we possess a monopoly in political science.

5. At the same time, as Colgan (2016, 487) notes, no one has actually systematically 
assessed a sample of quantitative IR to see whether Mearsheimer and Walt’s complaints 
are accurate, including, of course, Mearsheimer and Walt.

6. I think journal practices probably encourage hypothesis testing over theory develop-
ment in the sense that space devoted to theory development is not really encouraged as 
much as it is made available to hypothesis testing as a matter of course. I am pretty sure as 
well that a paper devoted entirely to theory development, other things being equal, would 
fare more poorly in the review process than one devoted primarily to hypothesis testing.
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7. A stronger grounding in historical changes would not hurt either.
8. The most obvious example is the steps-to-war argument (Senese and Vasquez 2008).
9. Truth in advertising dictates that I confess that I am coauthoring a book (Antony and 

Thompson, under review) that argues (and demonstrates) that the democratic peace, the 
capitalist peace, and the territorial peace are all interdependent parts of an ensemble or nest 
of variables historically generated by industrialization. All explanatory problems will not 
work this way, but there is ample potential for theory integration in our subfield.

10. Granted, explanations of peace may deserve a temporary pass since it is only slowly 
becoming a more popular research focus. But it is not difficult to come up with fifteen 
explanations of what drives peace processes.

11. Fortunately anarchy rarely makes it past the assumptive preamble of theories in 
IR, and some approaches to war such as power transition and leadership long cycle have 
always been focused on the implications of hierarchy (Ikenberry and Nexon 2019, 408–9).

12. Naturally I would say this because my own favorite approach, leadership long 
cycles, privileges global reach and technological innovation over bulk or aggregate indica-
tors of military and economic capability when it comes time to distinguish between global 
and regional IR (more recently, see Lee and Thompson 2018; Thompson and Zakhirova 
2018, 2019; Thompson 2020, 2021).

13. I am putting aside the old reluctance to distinguish between polarity and polariza-
tion that once plagued the discipline and that seemingly has been resolved, but it was not 
a quick process.

14. Assumptions about universality and the absence of contextuality are other problems 
in the study of war.

15. It also ignores the fact that the Soviet Union’s claim to bipolarity was largely a 
function of military capabilities and not economic capabilities while the Sino-American 
bipolarity will be more economic in nature initially, albeit more about economic size than 
technological innovation—although that is changing and may or may not become more 
symmetrical in terms of military capabilities over time.

16. One recent effort in this vein is Mansour and Thompson (2020).
17. See, for instance, Lambelet (1975, 1976) and Stoll (1992) as examples of the second 

species of arms races. Susan Sample replied quite vigorously at the University of Iowa 
meeting to discuss the chapters in this book that Gibler, Rider, and Hutchinson (2005) had 
taken care of this problem by examining which military buildups actually encompassed 
competitive arms races. The problem is that the Gibler et al. study is based on military ex-
penditures in the context of strategic rivalry, which is a step in the right direction but falls 
short of actually examining competitive interactions concerning specific weapons systems.

18. Some scholars argue that Germany preferred war with Russia in World War I early 
as opposed to later because the Russians would be a formidable opponent at a later point, 
but this strikes me as more a matter of preemptive tactics than arms race fodder. We need 
to distinguish between adversaries that have already decided that war is probable or desir-
able and ones that are genuinely reacting to fears about the implications of an opponent’s 
apparent arming.

19. We have been cursed with a number of bad ideas handed down as World War I 
legacies.

20. Perhaps Organski and Kugler’s (1977) Phoenix factor argument would qualify. Not 
exactly an empirical social scientist, Herodotus, sometimes called the “Father of History,” 
made his reputation looking at a long sequence of Persian wars on the presumption that 
they were linked.
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Chapter Eighteen

War and the Orient Express
Andrew P. Owsiak and Douglas B. Atkinson

Mr. Ratchett died mysteriously one early morning aboard the Orient Express.1 
To investigate the murder, the train company pressed Inspector Poirot into ser-
vice. His thorough investigation uncovered two possible solutions to the murder 
puzzle. First, a lone individual boarded the train, murdered Mr. Ratchett, and 
escaped. Although theoretically possible, this solution failed to account for some 
key evidence. Inspector Poirot therefore proposed a second, rather unusual solu-
tion: that twelve suspects collaborated to murder Mr. Ratchett—carefully coor-
dinating their actions in a sequence of events that left each partially and directly 
responsible for the murder (i.e., each of the twelve stabbed Mr. Ratchett), while 
also covering their individual tracks to prevent indictment (i.e., providing alibis 
for one another). This second solution, though complex, fit the facts of the case 
best (Christie 1988).

Researchers wear many hats, one being that of detective (Abelson 1995; 
Collier 2011). A puzzle presents itself and the researcher moves back and forth 
between theory and evidence—to propose a solution and determine whether the 
evidence generally supports that solution. More often than not the proposed solu-
tion considers individual suspects and circumstantial evidence. Was the top sus-
pect near the scene of the crime when it happened?2 Or, in the study of war, were 
the two involved states (not) both democratic when war broke out (Russett and 
Oneal 2001)? Did they contest territory (Gibler 2012)? What was their relative 
power (Fearon 1995)? Each answer highlights a single suspect, pushing others 
into the background (i.e., as control variables, for which one need not account in 
one’s own theory). Moreover, each essentially asks: was the study’s top suspect 
in the vicinity when the crime of war occurred? This approach narrows the list 
of possible suspects, but leaves the dilemma we now face. It unearths evidence 
consistent with many detectives’ preferred suspect.
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Numerous chapters in this volume lament the lack of theory and assert that 
we need more of it. These general sentiments appear often, but how exactly do 
we produce better theorizing? In this commentary we propose a path forward, 
imploring future researchers to think more like Poirot aboard the Orient Express 
to break the deadlock we face. Three fronts, in particular, need further advance-
ment—each related to theoretical integration. First, we must entertain the idea 
that more than one suspect committed the crime. This involves not only identi-
fying the suspects (e.g., suspect x and z bear responsibility) but also theorizing 
about how and why they (would) work together. Poirot, for example, learns that 
all twelve suspects, though of different backgrounds, share a common connection 
to a previous event that motivates their collaborative search for justice. Theories 
of war likewise need to explain whether and how suspects in the causes of war 
relate to one another (e.g., conceptual overlap)—and work either together, inde-
pendently, or at cross-purposes. Second, we need to theorize further about the 
process through which the crime of war occurs. This brings dynamics back to the 
forefront. Cause and effect—the sine qua non of any theoretical argument—imply 
a simple temporal ordering. We must go farther, though. What is the sequence 
of events? Are events contingent upon one another (i.e., interdependent), and in 
what ways? Do effects change over time? And so on. Finally, we need to uncover 
better evidence consistent with any processes we propose. Rather than say that 
our suspect could have committed the crime, or that the evidence is consistent 
with the fact that s/he might have, can we know whether s/he actually did? That 
requires a deeper, more creative investigation—one that triangulates evidence to 
confirm we got it right.3

CONCEPTUAL OVERLAP

Any investigation must identify the main suspect(s). What factors, then, cause 
war? As this volume attests, scholars provide no shortage of answers. Yet, as their 
list of correlates expands (e.g., territorial disputes, alliances, arms races, contract-
intensive economies, sovereign debt lending, systemic factors), one wonders how 
the items on that list relate to one another. It is possible that each item exerts a 
completely independent effect on war. In that case one could read the probability 
of war similar to a barometer.4 The addition of each discrete item builds greater 
pressure for war (i.e., increases the probability that war occurs). If the items are 
truly independent, then the sum contribution of any two given factors (x + z) will 
be predictable, stable, and positive (i.e., βx > 0 and βz > 0).5 Moreover, studying 
each factor on its own presents little danger; once we understand the individual 
factors, we merely sum their distinct effects.

Theory and empirics suggest, however, that the onset of war does not work 
this way (for an early indication, see Bremer 1992). The steps-to-war thesis, 
for example, combines territorial disputes, rivalry (or dispute recurrence), alli-
ances, and arms races. In advancing it, Senese and Vasquez (2008, 23) not only 
argue that these factors are “mutually reinforcing” (i.e., each step increases the 
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likelihood that states take another) but also find corresponding, significant evi-
dence that interactions among the steps exist (see also Sample 2018a). Arms race 
research points in a similar direction. Rider (2013) proposes that arms race com-
petitions (a correlate of war; see chapter 4) arise most often when rivals compete 
over territorial issues. His analysis uncovers no independent effect of these two 
factors on the probability that an arms race develops; only the interaction matters 
(see also Lektzian, Prins, and Souva 2010). Even the now well-worn bargaining 
model of war implicitly mixes causal factors. Fearon’s (1995) formulation of 
it assumes an issue (i.e., a territorial dispute) and starts from the premise that 
rational states would reach a prewar bargain that mirrors the expected postwar 
settlement—if only they understood their relative power and the costs of war. A 
state’s resolve, alliances (and their reliability), intelligence, technology, strategy, 
funding, and public opinion (e.g., regime type, as a crude measure), as well as the 
salience of the disputed issue, all determine what war ultimately costs, what costs 
each side will find acceptable to bear, and therefore the operation of the model.

Despite knowing that multiple factors—working independently or  
interdependently—influence the path to war, many studies highlight one factor 
at the expense of others, especially in quantitative work. Owsiak (2012) reflects 
the typical approach.6 One variable—in this case, settled borders—takes center 
stage, while all remaining variables fade into the background, controlling for 
alternative explanations that do not fit neatly into the theory at hand. Such an 
approach makes intuitive sense, especially in the early stages of research. Before 
one can build a complex explanation, one must understand the constituent parts. 
That explains why Poirot initially interviews each suspect independently aboard 
the Orient Express. Nevertheless, integration must proceed at some point, par-
ticularly after we understand the constituent parts better and know integration 
makes sense.

If the individual items on scholars’ correlates list fit together into larger causal 
stories, then developing these causal stories next requires theorizing about the 
combinations of variables that cause war. That theorizing, however, will not pro-
duce results identical to the barometer example discussed earlier in this chapter. 
Independent events by definition do not work together. Imagine two (or more) 
suspects who try to murder a victim, unaware of one another’s efforts. The sus-
pects operate independently, and the victim’s danger (or probability of death) 
likely grows incrementally as the number of murderers pursuing him increases 
(see barometer example).7 In contrast, two (or more) murderers might work 
together—either in collaboration, or at cross-purposes. The net effect of their 
collective efforts need not be the sum of their individual contributions. To study 
their effects, then, we need to follow Poirot’s lead. Which suspects are working 
together, what connects them (if anything), and how?

Three routes supply answers to these questions, thereby promising to integrate 
and advance our causal stories about war. The first considers conceptual overlap 
(Goertz 2012). Do our suspects relate to one another (conceptually), and if so, how? 
No greater research program demonstrates the need for such thinking better than 
the democratic peace (for an overview of the democratic peace research program, 
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see chapter 10 of this volume; Chan 2010; Mitchell 2012; see also chapter 17 of 
this volume). After discovering the empirical regularity that democracies do not 
fight wars against one another, research blossomed. It first emphasized democratic 
characteristics—or the qualities that differentiate democracies from non-democra-
cies. More recently, however, a series of challengers suggest that those qualities 
misrepresent the relationship between democracy and “not-war.”8 Various scholars 
argue that capitalism (Gartzke 2007), contract-intensive economies (chapter 10 of 
this volume; Mousseau 2009), dispensing with territorial (border) issues (chapter 
9 of this volume; Gibler 2012), or systemic hegemons (McDonald 2015) could 
instead explain the same cases—even rendering the democracy/not-war relation-
ship spurious.

Without wading into those debates too deeply, we offer a simple observation. 
Even as scholars present their alternative explanations as competing theories, 
many of the concepts underlying those theories overlap significantly. How do we 
think about theoretical integration when this occurs? To illustrate the challenge, 
consider the relationship between two “competing” theories of “not-war”—the 
democratic peace (see Russett and Oneal 2001) and contract-intensive economies 
(Mousseau 2013). In a contract-intensive economy:

Making contracts with strangers promotes loyalty not to patrons but to a state that 
enforces these contracts with impartiality and equal application of the rule of law. 
… [V]oters in contract-intensive societies are more likely to support candidates for 
office who stress individual freedoms, at home and abroad, and who advocate gov-
ernment transparency and equal enforcement of the law. (Mousseau 2009, 58–59)

This passage suggests significant overlap between the two competing theories’ 
main concepts (i.e., democracy and contract-intensive economy). Both contain 
many of the same characteristics, including the rule of law, equality (particu-
larly before the law), voting (and therefore elections), individual freedoms, and 
government transparency.9 The data bear out this overlap. When a state has a 
contract-intensive economy in a given year, it is also democratic 97 percent of 
the time.10

What do we do in cases like these, when one theory’s concept appears to be 
a subset of another’s? Quantitative researchers would advise that we check the 
correlation coefficient (i.e., collinearity). Between democratic and conflict-inten-
sive-economy state-years, it is 0.1991—an acceptably low level that suggests no 
major issue. A set theoretic analysis, in contract, suggests a problem. Set theory 
“treats concepts as sets or categories in which cases (or observations) can have 
membership,” and then conceives of relationships between sets “using ideas of 
necessity and/or sufficiency—or, equivalently, superset/subset relationships” 
(Goertz and Mahoney 2012, 18).

Figure 18.1 visually depicts the sets “democratic state” (lighter circle) and 
“contract-intensive economy state” (darker circle).11 Neither set lies completely 
within the other, but they overlap significantly (i.e., 97 percent of the time). The 
“contract-intensive economy” set is nearly a subset of the “democracy” set. Being 
democratic is a (near) necessary condition for a state being a contract-intensive 
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economy in a given year, or, conversely, being a contract-intensive economy is 
a (near) sufficient condition for a state being democratic in a given year (i.e., 
almost all members of the “contract-intensive economy” set fall within the 
“democracy” set). That should give us pause, for it suggests that in a statistical 
model, the forty-four nondemocratic, contract-intensive-economy states drive 
any results associated with the contract-intensive variable. Of these latter state-
year observations, thirty-eight (or 86.36 percent) result from only three states: 
Taiwan, Malaysia, and Singapore.12

One cannot deny the statistical finding that contract-intensive economies go to 
war less often than their counterparts. How do we make sense of that in light of 
Figure 18.1? How do we integrate the related concepts? As a first cut, we could 
examine temporal ordering. Owsiak and Vasquez (2019) adopt such a strategy 
to explore the relationship between democratic dyads and territorial disputes. 
Democratic peace scholars argue that democratic dyads handle their disputes 
more peacefully than nondemocratic dyads, regardless of the issues involved 
(e.g., see Dixon 1994; Russett and Oneal 2001). Territorial peace scholars, in 
contrast, propose that democratic dyads behave peacefully because they settle 
the most salient, conflict-prone, interstate issues—namely, the delimitation of 
interstate borders—before both states become democratic (e.g., see Gibler 2012; 
see also Vasquez 2009). This gives democratic dyads a qualitatively different set 
of issues to manage, ones more easily handled via less violent means.

To adjudicate these viewpoints, Owsiak and Vasquez (2019) consider the tem-
poral ordering of two events within each dyad: its border settlement date and the 
date on which joint democracy emerges. They find that, in the majority of cases, 
border settlement precedes joint democracy within both contiguous (i.e., neigh-
boring) and noncontiguous dyads. Given such an ordering, democracy could not 
possibly contribute to the management of territorial issues within most dyads. 
The democratic suspect was not in the vicinity when border settlement occurred. 
Moreover, Gibler and Owsiak (2018) examine the few cases where it was (i.e., 
border settlement followed joint democracy) and conclude that democratic status 

Figure 18.1. Democracy and Contract-Intensive Economies within State-Years, 1920–2010.
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did not grant the involved states any bargaining advantage during the border 
settlement process. Democratic dyads may handle some issues more success-
fully than nondemocratic dyads, but not those involving the placement of mutual 
borders.

A temporal analysis may assist in the democracy/contract-intensive economy 
case too. Do states become democracies before they become contract-intensive 
economies? The answer is almost always yes.13 Chile, for example, qualifies as 
a non-contract-intensive economy from 1920 (the beginning of that data set) to 
1980, has no classification between 1981 and 1995, and obtains membership in 
the contract-intensive economy set from 1996 to 2010 (the end of that data set). 
During the blackout period (1981–1995) it becomes a democratic state (spe-
cifically, in 1989; Marshall and Jaggers 2019). The United Kingdom similarly 
lacks classification from 1920 to 1930, but then qualifies as a contract-intensive 
economy during the period 1931–2010. Its membership in the democracy set 
long predates contract-intensive classification. Other states display a similar trend 
(e.g., Israel or Botswana). This indicates that, if there is a causal relationship 
between the two concepts—or if they sit together within a larger, dynamic pro-
cess model—democracy likely leads to contract-intensive economies, although 
the mechanism through which and the conditions under which it does so remain 
unspecified here.

Temporal ordering need not imply that a later factor exerts no causal import, 
even if part of a process. How, then, do we assess the relative merits of democ-
racy and contract-intensive economies when explaining not-war—as we attempt 
to integrate them? Set theoretic logic assists here too (Mahoney and Vanderpoel 
2015). Figure 18.2 illustrates how each theory’s main variable covers the “not-
war” outcome of interest. We construct this figure from an analysis of dyad-year 
observations during the period 1920–2010, and it reiterates many points from our 
earlier discussion.14 Joint democracy and joint contract-intensive economies are 
subsets of the not-war category; they are (individually) each sufficient for observ-
ing not-war.15 Moreover, joint democracy is a near necessary condition for a joint 
contract-intensive economy; 93 percent of dyad-year observations that contain a 
contract-intensive economy lie within the joint democracy set.

What concerns us most here, however, is coverage—that is, how many “not-
war” cases each variable of interest can potentially explain, or visually, how 
much of the “not-war” space the democracy or contract-intensive economy 
spaces cover. There are 772,104 dyad-year observations in which war does not 
occur between 1920 and 2010. Of these, joint contract-intensive economies can, 
at best, explain 15,347 (or 1.99 percent).16 Joint democracy, in contrast, accounts 
for a maximum of 218,215 of these cases (or 28.26 percent). Neither performs 
fantastically. The vast majority of not-war dyads (71–98 percent) lack an expla-
nation under either theory. Nevertheless, from a set-theoretic perspective, joint 
democracy is more “important” than contract-intensive economies. As Goertz 
and Mahoney (2012, 34) note, “[t]he sufficient condition X will become more 
important as its coverage of Y increases; that is, the subset X becomes more 
important as it approaches perfect overlap with Y. … [W]hen multiple sufficient 
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conditions are identified for a given kind of outcome, the more frequently pres-
ent ones are the more important ones.” Both theories surveyed here propose a 
sufficient condition, and in Figure 18.2 democracy “covers” more of the “not-
war” set, thereby outperforming contract-intensive economies. Omitting the 
democratic peace in favor of contract-intensive economies therefore gives us less 
purchase power over explaining the “not-war” cases.

Lest we be misunderstood, we do not intend the foregoing discussion to deni-
grate the contract-intensive-economy research program, but rather to illustrate 
the obstacles we face.17 The field continues to debate which single factor matters 
most in the causes of (not-) war. Indeed, some critics of the democratic peace 
adopt such a position (e.g., Gibler 2012; Mousseau 2013; McDonald 2015). It 
is, however, unlikely to be a fruitful path. When concepts overlap significantly, 
alternative explanations blend together empirically. Moreover, scholars can 
obtain strong statistical relationships (e.g., contract-intensive economies) even 
when controlling for conceptual overlap, and these quantitative relationships lose 
import on closer inspection (see also Narang and Nelson 2009). To untangle the 
relationships, we need to step back and (re)conceptualize. What essential charac-
teristics grant a case membership in a given set? How does that set relate to the 
sets we already have available? What is the “usefulness” of the new set?

Past breakthroughs originated from similar moments of reconceptualization. 
As an illustration, the idea of rivalry predates modern research on war, yet its sys-
tematic conceptualization transformed the field of conflict studies (see  chapter 5 
in this volume; Diehl and Goertz 2000; Colaresi et al. 2007). Focus shifted from 
explaining individual interstate conflicts as isolated events to (i) the observa-
tion that most of these conflicts cluster in a small number of dyads, and then 
(ii) understanding what makes these dyadic relationships unique. More modern 

Figure 18.2. Joint Democracy, Joint Contract-Intensive Economies, and “Not-War” 
Dyad-Years, 1920-2010.
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research now broadens the rivalry perspective further to conceptualize all dyadic 
relationships—a move that holds promise for explaining interstate peace (see 
chapter 11 in this volume; Goertz, Diehl, and Balas 2016).

At times it may be difficult to untangle related concepts, and theoretical rela-
tionships may not be immediately obvious. Model building then stalls. To jump-
start it again, one could turn independent variables into dependent variables (and 
vice versa). Although research on territory as covered in this volume (chapter 1), 
alliances (chapter 3), arms races (chapter 4), and rivalries (chapter 5) has already 
done this, other research areas have not (e.g., power; see chapter 2). To see its 
value, assume that research on contract-intensive economies has identified the 
subset of democracies most responsible for peace.18 We would then want to know 
why and how some democracies develop contract-intensive economies, and what 
other factors play a role in that process. Similarly, as Morey and Kadera (chap-
ter 2) note, war might be part of a larger process in which it (as an independent 
variable) produces other outcomes of interest (i.e., dependent variables). All of 
this suggests we should build models that place various factors within a larger 
process—one in which individual causes of war, as well as war itself, might influ-
ence both each other and the likelihood that war occurs.19

PROCESSES THAT LEAD TO WAR

A second path to theoretical integration investigates the processes that lead to 
war. Overlapping concepts (and theories) aside, explanations that isolate one 
variable at the expense of others seem dissatisfying because war results from a 
complex process. World War I supplies a good example (see Levy and Goertz 
2007). As Thompson (2007, 120) notes:

One of the more frustrating aspects of World War I analyses is that practically every 
explanation for conflict seems to find some resonance in the events leading to war 
in 1914. … Authors can construct plausible explanations of what happened without 
seeking to be fully comprehensive in circumstances in which a good number of the 
explanatory foci in international relations seemed to be at work.

The list of causal factors that theoretically affect the origins of World War I 
indeed seems daunting: a long-standing territorial disagreement between Austria 
and Serbia in the Balkans (e.g., Austria annexed Bosnia), repeated international 
crises in which Germany felt slighted (e.g., the First and Second Moroccan 
Crises), repeated wars in the Balkans, the formation and tightening of alliance 
structures (i.e., the Triple Alliance and Triple Entente), the drift in governments 
toward more hard-line policies (e.g., see Austria), the decline of the Austro-
Hungarian Empire, numerous intersecting rivalries, and an Anglo-German naval 
arms race. In June–July 1914 still further causes appeared, which set the war 
machinery more immediately in motion. The archduke’s assassination created  
a wake in which Germany offered support for Austria to behave aggressively 
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(i.e., issue an ultimatum and pursue a limited war), key allies obfuscated their 
intentions (perhaps unintentionally; see the United Kingdom), officials deliber-
ately misled their leaders on key points (e.g., Russian officials told the czar that 
partial mobilization was possible when it was not), leaders felt constrained (e.g., 
see the Nicky-Willy telegrams), and so on.20 In short, a long list of—sometimes 
overlapping—causal factors overdetermine the war (i.e., they all predict war). 
How do we distinguish among their effects?

The problem mirrors that of overlapping concepts (Goertz 2017, chapter 3). 
In response, quantitative scholars typically propose controlling for the alterna-
tives and addressing collinearity, yet the problem cannot be solved via a large-n 
strategy like this. Better answers lie with theoretical model building. A model is 
a simplified representation of reality that helps us understand a phenomenon of 
interest (Lave and March 1993; Clarke and Primo 2012, chapter 3). How much 
a model simplifies reality depends on the researcher as well as the purpose for 
which the model will be used. Nevertheless, we believe the field needs less 
simple—or less parsimonious—theoretical models.21 If multiple factors operate 
simultaneously to cause war, then models that simplify to one factor each may 
be too simple. Adding complexity, including the relationship(s) between factors, 
promises advancement (e.g., see Bremer 1992).22

How we organize variables within process models requires frameworks. One 
such framework relies on underlying and proximate causes. “Underlying causes 
are fundamental causes [or factors] that set off a chain [or sequence] of [more 
immediate] events (the proximate causes) that end in war” (Vasquez 2009, 7). 
Within this framework some causal variables (e.g., territorial disputes) become 
background conditions (or necessary conditions) against which others appear 
(e.g., power politics; Vasquez 2009). A second framework uses two alternative 
dimensions: opportunity and willingness (Most and Starr 2015). For any given 
outcome to occur, the involved agents must possess both the opportunity (i.e., the 
capability, defined materially and structurally) and willingness (i.e., the desire) 
to pursue that outcome.23 Variables—from the system to the state, substate group, 
and individual (e.g., leader or key decision maker) levels—all influence these two 
dimensions, giving it wide appeal.

A third framework unpacks necessary and sufficient conditions. We admit a 
slight preference for this framework. The first two frameworks supply a way 
to organize the variables that belong in any process-oriented model, but do 
not specify the relationship between these variables. Necessary and sufficient 
conditions, in contrast, specify such relationships and imply a temporal order-
ing between two or more variables as well. Both features prove essential in a 
process-oriented model.

A process-oriented model recognizes that one event (X1) leads to another event 
(X2) in a sequence of (Xn) events that ultimately cause an outcome of interest (Y). 
All causal arguments advance a process-oriented model, even if the accompany-
ing empirical analyses do not examine each link in the process’s chain (see next 
section). Our models of war, however, typically abstract away from that process, 
leaving us with simple, uni-causal processes (Goertz 2017). Does democracy (X1) 
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reduce the likelihood of war (Y)? Do unsettled borders (X1) increase the probabil-
ity of war (Y)? Do arms races (X1) increase the likelihood of war (Y)? And so on.

With a solid understanding of the individual (X1… Xn) factors involved (e.g., 
studying some as dependent variables), however, their integration into larger the-
oretical arguments that consider sequences (i.e., event order) and dynamics (i.e., 
time) can proceed. This integration offers a second solution to the overlap among 
“competing” theories. If, for example, settled borders (X1) precede—perhaps 
even cause—democracy (X2), and some democracies become contract-intensive 
economies (X3), then a sequence of events (X1 → X2 → X3) may exist through 
which some “not-war” (Y) occurs, one that combines issue-based research with 
that on the liberal peace. Other sequences may also emerge. “Not-war” occurs 
in many nondemocratic dyads, but these dyads never experience X2 or X3. What 
sequence of events yields “not-war” in these dyads?24

To step away from the democracy-“not-war” nexus, relative power equality 
(X1) often serves as a precondition for rivalry (X2). The rivalry relationship in 
turn constrains the policy options available to leaders—in some cases, promoting 
arms races (X3). This pathway (X1 → X2 → X3) might also lead to war. And once 
again, other sequences are theoretically possible. If rivals pursue arms races—a 
long-term strategy that unfolds over many years—to enhance their security, what 
do they do in the short run? Does alliance building serve such a function? If so, a 
possible sequence might be: X1 → X2 → alliance building → X3 → war. Through 
such thinking, various “pathways” to (not-)war emerge. If we can identify those 
pathways theoretically, we can then examine their prevalence, as well as how the 
mechanisms connecting adjacent events work.

CAUSAL MECHANISMS AND THEIR EVIDENCE

As we build more complex (i.e., more than one suspect), dynamic (i.e., process-
oriented) theoretical models of war, two additional considerations will be para-
mount. The first concerns a more explicit elaboration (and general acceptance) 
of scope conditions, which limit the applicability of a given model (or argument, 
mechanism, or empirical relationship; Goertz 2017; see also chapter 2 in this 
volume).25 Models vary in purpose—from foundational to organizational to 
exploratory to predictive (Clarke and Primo 2014). They also differ in their gen-
eralizability along a continuum—from applying to all cases to (perhaps) a single 
case. As one pushes the model to cover more content (or more cases) satisfacto-
rily, it often gains greater complexity.26 Scope conditions allow the researcher to 
manage that complexity.

This can be a valuable trait, particularly when using set-theoretic logic. 
Quantitative research typically allows for many empirical anomalies, so long as 
most of the evidence coincides with the argument’s thrust. Were one to complain 
that a handful of cases do not fit the models’ prediction, a quantitative researcher 
would respond with one of two arguments: (i) most cases fit the pattern, or relat-
edly (ii) the model, being probabilistic, will get a few predictions wrong.27 The 
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frustration the complainant experiences mirrors that of arguing with a weather 
forecaster. Sure, the forecaster promised an 80 percent chance of rain today; when 
the sun comes out instead, however, the forecaster merely replies, “that was the 
other 20% of my prediction.”

Models that rely on set-theoretic logic, in contrast, leave less room for error, 
particularly those that elaborate sufficient conditions.28 Following the logic “if X, 
then always Y,” a truly sufficient condition does not have anomalies.29 Schenoni 
et al. (2020, 59) illustrate the challenge. They propose a two-level model in which 
attention, altered preferences, and third-party assistance are individually neces-
sary and jointly sufficient for the settlement of resistant territorial disputes. The 
argument can be falsified in two ways—namely, by finding any single case in 
which either (i) settlement occurs without one of the three necessary conditions, 
or (ii) settlement fails to occur when all three necessary conditions are present 
simultaneously. A single anomaly threatens the theoretical argument.

The Schenoni et al. model operates under three scope conditions. First, a 
“resistant” territorial dispute must exist. Second, that dispute must occur in the 
post–World War II period. Because the norms for territorial settlement shift 
around this time, the authors argue that a different model needs to explain similar 
settlements before 1945. Finally, the general version of the model applies widely, 
but the particular version applies only to Latin America. Attention, altered prefer-
ences, and third-party assistance manifest in Latin America after 1945 as mili-
tarization, democratization, and mediation, respectively. In other contexts (e.g., 
regions) the same general factors might adopt different expressions. Under these 
scope conditions, Schenoni et al. (2020) find no anomalies. Resistant territorial 
disputes in post-1945 Latin America always settle when the three factors are pres-
ent simultaneously, but never settle when any one factor is absent.

Reviewers often react negatively to scope conditions. We suspect that reaction 
results from suspicion—namely, that an author has raised a red flag by supplying 
a model that does not generalize to all places and times. But is that a red flag? 
Could one not advance a valid model of US foreign policy that applied to the 
Obama administration, but not the Trump administration? Could one likewise not 
advance a valid model of how resistant territorial disputes settle in Latin America 
after 1945—or more broadly, of minor state wars, wars of rivalry, territorial wars, 
and so on? Of course one could.30

The larger issue is why we as a discipline often find scope conditions suspi-
cious. This suspicion encourages scholars not to state their scope conditions 
explicitly. More surprisingly, reviewers then ask for them, usually indirectly. 
Present a quantitative model of militarized interstate dispute (MID) onset, for 
example, and the questions roll in. What about the distinction between dyads that 
started versus joined the MID? What about fatal MIDs? What about the MIDs 
that escalate? What about the “fishing boat” MIDs?31 What about the pre-1945 
MIDs? And so on.32 Some interpret this as probing the “robustness” of the results. 
That seems an odd interpretation, though; even if the results do not hold across 
all contexts, publication proceeds—with the appropriate caveats (e.g., “except in 
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the post–Cold War period”). We therefore conclude that reviewers want authors 
to specify scope conditions, even as doing so makes them jittery.

We concur with the importance of explicitly theorizing and stating scope con-
ditions. The greater transparency not only produces better science but also allows 
us to see how various models could fit together—or to identify different paths 
to the same outcome (i.e., war). Consider the debate between the territorial and 
democratic peace. The territorial peace argument requires land-contiguous states; 
the democratic peace argument does not. Could these theories be integrated? 
Owsiak (2019) argues that it is possible, largely because the scope conditions 
differ. Many noncontiguous dyads never (or rarely) experience war. Because the 
territorial peace cannot possibly explain any of these not-war dyads, other models 
must do so. The democratic peace offers one such potential model. More broadly, 
complex phenomena—like war—will generate many models simply because 
many causal pathways lead to it. As a result no single model will explain all wars 
(see Vasquez and Valeriano 2010). Explicit specification of scope conditions per-
mits us to understand where each model operates and where it does not, pointing 
the way toward future research or opportunities for integration.

In addition to elaborating scope conditions more explicitly, a second consid-
eration concerns our search for evidence. As noted at the outset, scholars—par-
ticularly in the quantitative tradition—propose a theory, replete with a proposed 
causal mechanism. They often, however, do not test whether the causal mecha-
nism operates as they claim. Figure 18.3 illustrates the point, deriving a sample 
causal mechanism from Clay and Owsiak (2016). The authors argue that border 
settlements diffuse because a state (A) uses a settlement with one neighbor (B) to 
signal to another neighbor (C) both its willingness to settle and the possible terms 
it will find acceptable. Through this process, a settlement in Dyad A-B diffuses 
to Dyad A-C.

We stress four features of the figure. First, a process need not imply that all 
factors reinforce one another (or overlap). A willingness to settle and the terms 
of settlement to select are somewhat independent. One easily exists without the 

Figure 18.3. Cause (X), Effect (Y), and Causal Mechanisms in Clay and Owsiak (2016).
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other. Moreover, they each can exert an independent effect on diffusion, even if 
their joint effect is stronger, and be situated within a causal process. Second, a 
single factor might lead to a given outcome through multiple causal mechanisms 
(e.g., third-party assistance, as opposed to the signaling mechanism described 
in Figure 18.3). Third, much quantitative research sidesteps an evaluation of 
the intermediate causal process. Clay and Owsiak (2016), for example, test the 
relationship between dyadic border settlement in Dyad A-B (X ) and border settle-
ment in Dyad A-C (Y ). This follows the topmost arrow in the diagram and means 
that statistical analyses “could provide convincing evidence linking X to Y, but 
could not explain how X produces or causes Y” (Goertz 2017, 31). Finally, and 
relatedly, the authors could delve into the mechanism to look for evidence that 
it operates as they claim, by pursuing evidence that would exist if that were the 
case (e.g., causal-process observations; see Collier 2011; Seawright 2016). To do 
that, they would need more than statistics.

More specifically, Goertz (2017) proposes a research triad that consists of 
causal mechanisms (e.g., game theory), within-case inference (e.g., counterfactu-
als or process tracing), and cross-case inference (e.g., experiments or statistics). 
Valid causal inference—and true multi-method research—involves moving from 
a single point along the triangle (e.g., cross-case statistical analysis alone) to 
embrace all its points. That embrace requires more than the examples, plausibility 
probes, or vignettes that permeate quantitative work. In Clay and Owsiak (2016), 
for example, a statistical analysis backs the theoretical argument, but they also 
supply a plausibility probe in which Chinese leaders claim to do exactly as the 
mechanism proposes.

The inclusion of a plausibility probe supplies better evidence than statistics 
alone, but does not fully embrace a within-case inference strategy (e.g., process 
tracing or counterfactuals). For the latter, the authors would need to dive into the 
cases to show exactly how and why leaders negotiate border settlements as they 
do. Doing so offers tremendous value, for:

To put it bluntly: process tracing is almost always the best (if not only) way to ex-
amine decision makers’ strategic thinking. We can often overhear a decision maker 
considering her opponent’s calculus to derive her best strategic play. Moreover, 
historical case studies can make it possible to match the explanatory theoretical vari-
ables to the real world, often more accurately than with a large data set with many 
cases. (Goemans and Spaniel 2016, 28)

Researchers increasingly recognize the value of multi-method research, even 
as many graduate programs fail to train students sufficiently in them.33 Fazal 
(2018), for example, uses a multi-method approach to investigate the laws of war, 
while Poast (2019a) does the same for negotiations over alliance commitments. 
Nevertheless, multi-method research remains less common in the study of war. If 
we want to take the evaluation of causal mechanisms seriously, then that needs 
to change.
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CONCLUSION

Were we now aboard the Orient Express, we would likely accept Poirot’s first 
solution, blame one of the twelve suspects, or debate among ourselves which 
single suspect bears most responsibility—or so the state of current research on 
war leads us to believe. That would be a mistake. As this volume demonstrates, 
many suspects bear responsibility in the outbreak of war, and we have increas-
ing evidence that these suspects are working together. Moving forward therefore 
requires three large steps. First, we need to identify the particular suspects 
working together and theorize about how they relate to one another. (Re)con-
ceptualization and interchanging independent and dependent variables can assist 
in this endeavor. We then must return to the idea that war results from a causal 
process of events. Rather than building more uni-causal models—or ones that 
stress a single variable at the expense of the others—we instead need to construct 
multi-causal models that integrate causal factors and elaborate on the sequences 
of events through which they produce war. Thinking in set-theoretic logic assists 
here, for it forces us to think about the relationship between variables, including 
their temporal ordering. Finally, the models we develop need to state their scope 
conditions explicitly and use multi-method strategies to uncover direct evidence 
that the causal mechanisms we put forward operate as we say. These steps will 
not be easy to take, but solving crime never is.

NOTES

1. We thank Paul Diehl, Gary Goertz, Chad Clay, and the editors for comments on 
earlier versions of this chapter. All remaining errors are our own.

2. Police now use cell phone records to answer this question. Even if the suspect does 
not confess, they can obtain evidence that the suspect was in the vicinity of the crime when 
it occurred—a fact the suspect must explain away.

3. Any commentary necessarily reflects the perspective of those writing it. Acknowl-
edging our own biases, we recognize that other avenues for research both exist and may 
be fruitful.

4. On a risk barometer for war, see Senese and Vasquez (2008).
5. Before critics hastily disagree with this statement, we offer two observations. First, 

were combinations not stable, temporal dynamics would come into play. Most research on 
war, however, uses static indicators in the year(s) prior to a war, and does not generally 
discuss how an indicator’s effect on the probability of war varies over time. Second, al-
though items on the list can decrease the probability of war, most quantitative research on 
war assumes causal symmetry (i.e., the presence of an item and its absence are two sides of 
the same coin; see Goertz and Mahoney 2012, chapter 5) and uses dichotomous variables 
to measure diverse concepts (e.g., issues, alliances, arms races). We think it is difficult to 
sustain the assumption of causal symmetry (see chapter 11 of this volume). Nevertheless, 
the quantitative research designs that result from it typically mean that negating a variable 
that dampens the probability of war (i.e., using non-democracy instead of democracy, or 
switching the coded 0s and 1s) will increase the probability of war.
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6. Out of fairness, we recognize that our own work deserves the same critique we 
broadly give to others.

7. As long as the independent would-be murderers are somewhat competent, their 
individual chance of successfully committing the crime—however small—will exceed 0.

8. We use “not-war” instead of “peace” because (i) the two are not equivalent (see chap-
ter 11 of this volume) and (ii) not-war captures the empirical prediction most accurately 
(i.e., war does not occur).

9. In a slightly later passage we learn that contract-intensive economies overlap with 
capitalist ones too (Mousseau 2009, 61). It also just so happens that the contract-intensive 
economies have been the world’s hegemons—at least during the time the data cover 
(1920–2010)—and often settle their borders long before the contract-intensive economy 
emerges.

10. χ2 = 3,400, p < 0.000; γ = 0.9857, p < 0.002.
11. Data on contract-intensive economies only cover the period 1920–2010 (CIEb vari-

able; Mousseau 2019a). A state is a democracy if, in a given year, it scores +6 or higher 
on the Polity IV Project’s autocracy-democracy index (Polity2 variable; Marshall and 
Jaggers 2019).

12. For a similar exercise and conclusion in research on whether democratization in-
creases the likelihood of war, see Narang and Nelson (2009).

13. Given Figure 18.1 the only other (likely) logical possibility would be that contract-
intensive economies emerge simultaneously with democracy within some states.

14. Data on contract-intensive economies only cover this temporal range, making it the 
appropriate boundary to any analysis. The Militarized Interstate Dispute (MID) 4 data set 
identifies wars (Palmer et al. 2015). A dyad is a joint democracy if, in a given year, both 
members of the dyad score +6 or higher on the Polity IV Project’s autocracy-democracy 
index (Polity2 variable; Marshall and Jaggers 2019). It is a joint contract-intensive econ-
omy if, in a given year, both members have a contract-intensive economy (CIEb variable; 
Mousseau 2019a).

15. The MID data identify some democratic dyads that fight wars during this period 
(n = 16 dyad-years, covering ten distinct dyads). Scholars generally agree, however, that 
democratic dyads do not fight wars and then argue over anomalies. We avoid that debate 
and omit those observations here. It does not change the discussion that follows.

16. We say “at best” purposely here. If other, related variables (better) explain some of 
these cases instead, then contract-intensive economies account for fewer cases than the 
maximum listed here.

17. For alternative examples, consider the relationship between human rights violations 
and democracy, or rivalry and arms races.

18. If it has, we can explain far fewer not-war dyad-years than we could with democ-
racy. That underscores the importance of thinking about both causal (a)symmetry (i.e., 
are “not-war” and “peace” the same; see chapter 11 of this volume) and how our various 
models might integrate to explain a greater number of “not-war” cases.

19. Achen (2002) makes a similar point. His “rule of three” derives from better under-
standing collinearity among independent variables. That in turn requires better specified 
scope conditions (Achen 2002, 446). We thank Sara Mitchell for noting this connection.

20. See Williamson and Van Wyk (2003); Goertz and Levy (2006); Levy and Vasquez 
(2014); Williamson (2014).

21. The theoretical model’s complexity may increase, even as the empirical model’s 
complexity decreases—for example, if one limited the number of control variables and 
theorized carefully about the relationships between any included variables (Achen 2002).
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22. Note, however, that we do not advocate the return of the -isms, which differentiates 
our recommendation from analytic eclecticism (Sil and Katzenstein 2010). We also are 
agnostic about using multiple levels of analysis (see chapter 17 of this volume). Doing so 
offers one way to build model complexity, but not the only one.

23. This is true unless the outcome “accidentally” occurs. Purely accidental wars, 
however, do not occur. One actor may prefer not to fight a given war or feel constrained 
to choose war from among its available policy options, but that does not make the war 
accidental.

24. See Metzger and Jones (2016).
25. Relatedly, we need to think about where models do not apply, even though we might 

observe the outcome the model predicts. I thank Paul Diehl for noting this issue.
26. To cover more content, a theorist could also reduce complexity. The resulting model, 

however, unsatisfactorily covers the content—at least from a causal mechanism standpoint 
(e.g., see Waltz 1979).

27. As Clarke and Primo (2014) note, most models we see in political science are pre-
dictive—in sample (a backward-looking prediction) or out of sample (a forward-looking 
prediction).

28. Sufficient and necessary conditions relate to one another, though. If X is necessary 
for Y, then ~X is sufficient for ~Y.

29. This may explain why critics of the democratic peace’s sufficient conditions face 
quick rejoinders. See, for example, Doyle (2005), Kinsella (2005), and Slantchev, Alexan-
drova, and Gartzke (2005) in response to Rosato (2005).

30. Interaction terms can also capture nuance within a theoretical argument. Too many 
interaction terms in the same model, however, could indicate a need to think more system-
atically about scope conditions.

31. These are MIDs in which one state seizes (and later, usually releases) a vessel in 
its waters.

32. Such questions explain why a lengthy appendix now accompanies many quantita-
tive research articles. Qualitative authors are not immune from the trend, though; in fact, 
they may need similar appendices to provide convincing case histories, details, and analy-
ses. See Schenoni et al. (2020).

33. In the United States many graduate programs in political science include a com-
pulsory, multi-course sequence in quantitative methods. Qualitative methods, in contrast, 
are often not compulsory, and if offered at all, frequently appear as a single “Qualitative 
Methods” course. For more on training in qualitative methods, see the Institute for Qualita-
tive and Multi-Method Research (IQMR) housed at Syracuse University.
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Chapter Nineteen

What Do We Know about War?
Sara McLaughlin Mitchell and John A. Vasquez

It has been more than twenty years since the publication of the first edition of 
this book (Vasquez 2000). At the time a number of us believed that the scientific 
study of peace and war had accumulated enough findings that an attempt should 
be made to bring those findings together for a larger audience as well as students. 
Although the scientific study of peace and war could be dated from the work of 
Lewis F. Richardson beginning in 1919, most advancement did not occur until the 
collection of replicable data by J. David Singer and Melvin Small in the Correlates 
of War (COW) project (see Singer and Small 1966b, 1972). Contributions to this 
volume focus on what we know about war based on quantitative analyses of data 
compiled since the pathbreaking work of the COW project began.

It was not until Singer and Small (1966b) that the field compiled a list of 
interstate wars using scientific criteria. These data permitted us to know how 
much war there was in the system and whether it varies. Trends in warfare have 
been a subject of debate in terms of whether it is declining. As Braumoeller 
( chapter 16) demonstrates, much depends on the benchmark. If one starts from 
the two world wars, then war is declining, but if one starts from 1816 with the end 
of the Napoleonic wars, then the amount of peace now is no greater than during 
the Concert of Europe period (1816–1848), as portrayed by Sarkees and Wayman 
(2010, 189, Figure 3.2).

This chapter is divided into two main parts followed by a conclusion. We look 
at what we know about (1) factors that increase the probability of war—with a 
focus on territorial disputes, alliances, rivalry, and arms races and (2) factors 
related to peace with a focus on the democratic peace and the territorial peace. We 
do not attempt to summarize the previous chapters; however, we will highlight 
the main findings on each of these topics, as well as going into more depth on our 
individual research programs in each of these areas.
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FACTORS THAT BRING ABOUT WAR

Progress often involves the creation of new data sets that permit researchers to 
address different questions than they have before. The COW project was initiated 
to provide data that could address questions that had been primarily discussed 
theoretically with evidence consisting of historical anecdotes. Singer and Small 
(1972) sought to go beyond that by a systematic analysis of all historical cases 
through the collection of replicable data on interstate war, formal alliances, and 
capability going back to 1816. Over the years this was extended to include data 
on militarized interstate disputes (MIDs) (Jones, Bremer, and Singer 1996) and 
civil wars (Small and Singer 1982). These efforts were also advanced by those 
of Michael Brecher (1977, 1984) in the creation of data on international crises 
from 1919 in the International Crisis Behavior (ICB) project (see Brecher and 
Wilkenfeld 1997).1

By the year 2000 the MID data had greatly expanded the kind of knowledge 
that could be generated because it made it possible to shift from systemic charac-
teristics as correlates of war to the characteristics of those MIDs associated with 
escalation to war. This shift was accompanied by a change in research design 
away from correlational analysis to one that examined dyads and their probabil-
ity of going to war. Stuart Bremer (1992) was responsible for this transforma-
tion, and his analysis of “dangerous dyads” became the primer for much of the 
research in peace science during the twenty-first century. His important chapter 
in the first edition, “Who Fights Whom, When, Where and Why,” serves as a 
benchmark for seeing what we have learned in the past twenty years and how we 
have moved beyond his summary of findings.

Territorial Disputes

Bremer (2000) listed four key factors that we knew then that we did not know 
before: states that are contiguous, that are major states, and that have a history of 
fighting are most likely to fight each other, while states that are jointly democratic 
are not. Of these four Bremer was most confident about contiguity as a key factor 
promoting escalation to war. There is still much that is true about this relationship 
in that states that are far away are not likely to fight each other (see Bennett and 
Stam 2004; Halvard and Gleditsch 2006) because they cannot reach each other.

The problem with this finding, however, is that it seems obvious and without 
much theoretical significance. Bremer addressed this by coming up with an inge-
nious general statistical explanation often used to explain the decrease in traffic 
accidents the further away from home. Most traffic accidents occur not far from our 
work and home because that is where we do most of our driving. Underlying this 
probabilistic explanation, however, is a realist assumption that war is pervasive and 
that states would always fight each other if they could (Morgenthau 1960).

One of the early problems with the contiguity hypothesis is that a large number 
of contiguous states do not fight each other. These cases do not affect the statisti-
cal analysis because they are overwhelmed by the large number of noncontiguous 
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states that do not fight each other. Vasquez (1995) argues that neighbors often do 
not fight, and when they do, it is not because they are proximate or contiguous 
but because they have real grievances. For Vasquez (1995; see also Vasquez 1993, 
chapter 4), what separates neighbors that go to war from those that do not is the 
presence of border grievances.

Work by Hensel (1996a) and Senese (1996) provide some empirical evidence 
on this claim in that both scholars find that territorial MIDs are statistically 
more likely to escalate to war than non-territorial MIDs. By 2001 Vasquez and 
Henehan, using a variety of data samples and breaking down the categorization 
of MIDs into territory, regime, and policy, demonstrate that territorial MIDs are 
more likely to escalate to war than regime MIDs, while policy disputes are statis-
tically not likely to escalate.

This differentiation, however, is among disputes that already employ some sort 
of armed force. What about territorial issues before they give rise to armed force? 
Are they more likely to give rise to MIDs than other types of issues? For the 
longest time there was no empirical answer to this question because there were 
no data on diplomatic conflicts (or issue claims) before they became militarized. 
The Issue Correlates of War (ICOW) project, codirected by Paul Hensel and 
Sara Mitchell, was founded to collect data on such issues (Hensel and Mitchell 
2017b).2 The ICOW project collects data on territorial claims for the entire globe 
from 1816 to 2001 (Frederick, Hensel, and Macaulay 2017), and maritime and 
river claims from 1900 to 2001 (Hensel et al. 2008). A comparison of these three 
issues shows that territorial issues are much more likely to give rise to conflict 
than maritime or river issues, which are more apt not to produce violent conflict. 
These studies along with a host of others over the past twenty years (see Miller et 
al. 2020) make us conclude that one of the main factors increasing the probability 
of MIDs escalating to war is the presence of territorial disputes.

With regard to contiguity and territorial disputes, both Hensel (2000, 2012) and 
Vasquez (2001) show that while contiguous states are more likely to have MIDs 
that escalate to war, the presence of territorial disputes make escalation to war more 
likely than the presence of contiguity. Thus noncontiguous dyads are not only just as 
likely to goto war as contiguous states, but as Vasquez’s study (2001, 161, Table 4) 
shows, they have the highest conditional probability of going to war when territo-
rial disputes are present. Selection issues are a concern in this kind of research and 
are typically addressed with Heckman models. Senese (2005) finds that contiguity 
increases the likelihood of having some sort of a MID, but the presence of a territo-
rial MID is what increases the likelihood of escalation of war, not contiguity.3

Why do territorial MIDs have a greater propensity to escalate to war? There 
are two answers to this question. The first argues that territorial MIDs are prone 
to war because of certain characteristics these issues have, and the second is that 
they are prone to war because of the way they are handled. Whereas Bremer 
(1992) is able to ask what separates MIDs that escalate to war from those that 
do not, the collection of territorial issues before they became militarized permits 
researchers to ask the much broader question of what separates territorial issues 
that give rise to the use of force (i.e., a MID) from those that do not.
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Huth (1996) demonstrates that different types of territorial issues have differ-
ent propensities to escalating to war and to the use of force. Ethnic territory is 
the most conflict prone, followed by strategic territory, with territory involving 
economic disputes actually prone to peaceful settlement.4

The main limitation of Huth’s (1996) and Huth and Allee’s (2002) data is that 
they do not go back to 1816. This limitation is overcome by the ICOW proj-
ect. The ICOW project did much more than extend Huth’s data back to 1816, 
however. In many ways it transforms the kinds of data available to the field 
because it collects data on three new issue areas that were never empirically 
investigated—maritime claims, river claims, and identity claims. In addition, 
this project collected a host of variables on the salience characteristics of these 
types of claims that might help distinguish which were more prone to MIDs and 
which might be more likely to be peacefully resolved. Early on they find that the 
tangibility of territorial claims is a key factor in the conflict process. Hensel and 
Mitchell (2005) find that territorial issues that consist of tangible stakes that can 
be divided are more likely to be resolved, whereas issues that consist of intan-
gible stakes like honor or shared identity are more prone to the use of force and 
war (see also Hensel et al. 2008, see Powell and Wiegand, chapter 11, for more 
detailed findings on intangiblity). Tangible stakes are considered divisible and 
therefore more easily open to negotiated resolution. As with Huth, Hensel et al. 
(2008) also find that ethnic issues often give rise to a MID and typically involve 
intangible characteristics.5

The ICOW project used the findings on tangibility to develop a twelve-point 
salience index that could measure the importance of these issues to decision 
makers. For example, territorial claims are more salient if they involve populated 
areas with more resources and if states claim historical ownership over the areas, 
while maritime claims are more salient if the contested areas involve oil, migra-
tory fishing stocks, or strategic choke points. They find that salience predicts not 
only the conflict-proneness of issue claims but also the use of peaceful attempts 
to resolve the issue.6

In fact, one of the more subtle findings of Hensel et al. (2008) is their uncov-
ering of how these two seeming contradictory actions are intimately connected. 
They find that when repeated MIDs fail to resolve an issue, actors switch to 
peaceful attempts and when peaceful attempts fail, actors resort to the use of 
MIDs. This sort of dynamic behavior suggests that contention over issue claims is 
not only a function of their intrinsic characteristics but is also affected by ongoing 
strategic interactions. For example, as Hensel and Goemans (chapter 1) point out, 
Huth, Croco, and Appel (2011) and Prorok and Huth (2015) find that involvement 
in legal proceedings can affect the behavior of states depending on previous out-
comes and the extent to which they have a better legal claim.

The ICOW project is also important because it demonstrates that despite the 
statistical tendency of territorial MIDs to escalate to war, most territorial claims 
do not. Most territorial (59 percent), maritime (73 percent), and river (89 per-
cent) issues do not involve a single use of force (MIDs) (Hensel 2001, 100–3, 
Tables 3–5; Hensel et al. 2008, 135; Hensel 2012, Table 1.7; Hensel and Mitchell 
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2017). Coding issues from their diplomatic origin thus demonstrate that even the 
most salient issues connected to wars in history are more typically resolved by 
states through peaceful negotiations.

In recent years much of the research on the peaceful resolution of territorial 
disputes has investigated “forum shopping” in terms of which international orga-
nizations are most apt to provide a better outcome (Wiegand and Powell 2011; 
see also Powell 2020 on Islamic states). The use of the courts and arbitration has 
been the focus of much of this work (Powell and Wiegand, chapter 11). A good 
deal of research on border negotiations has looked at the impact of territorial 
settlement on trade (Simmons 1999; Schultz 2014). Some of this work has con-
ceptualized borders as “institutions” that can create new cooperation opportuni-
ties (Simmons 2005; Schultz 2015). Carter and Goemans (2018) show how trade 
actually increases depending on the type of border that is drawn by negotiations.

While the salience index is very predictive, what is more important, especially 
for future research and the precision of knowledge, is which components of the 
index are most associated with conflict or with peaceful attempts at resolution. 
Hensel and Mitchell (2005) and Hensel et al.(2008) find that claims that involve 
homeland territory (as opposed to colonial territory) that have been previously 
possessed or that have had a long history of sovereign rule are more likely to 
have MIDs and escalate to war. Statistical research on these component factors 
coupled with the judicious use of case studies might improve our understanding 
of the underlying causal processes associated with the escalation to conflict, 
especially the escalation to war. An examination of the components and how they 
might be related temporally would also help explain the sequence of dyadic inter-
actions and whether there are certain paths to war (Vasquez 2011b; Levy 2012).

The main limitation of much of the ICOW research discussed is that almost all 
of it has been confined to a sample of data limited to certain regions, typically the 
Western Hemisphere, Western Europe, and the Middle East. Not until 2013 were 
territorial data for the entire globe released, and then not for all the variables in 
the data set (http://www.paulhensel.org/icowterr.html). One of the pressing tasks 
for ICOW and the field as a whole is to replicate all their findings to see if they 
hold globally. Already Frederick (2012) in his dissertation uncovers heterogene-
ity in the data with findings differing across regions. Why some regions might 
differ and what this can tell us about territorial conflict is an important area for 
future inquiry. One factor that might be at play is that there may be a neighbor-
hood effect that shapes behavior. Hensel (1998) pointed out early on that certain 
territorial disputes, like those in the Middle East or South Asia, can poison 
relations not only in the dyad but also in an entire region. Senese and Vasquez 
(2008, 278–79) at the end of their study call for an examination of “neighborhood 
effects” on conflict.

Although a great deal of the research on why territorial issues have a high prob-
ability of going to war has centered on the characteristic of these issues, another 
strand of research has focused on how these issues have been handled. In terms of 
process, early on it was found that territorial MIDs tend to be reciprocated more 
than non-territorial MIDs (Hensel and Diehl 1994; Hensel 1996a, 2000; Mitchell 

http://www.paulhensel.org/icowterr.html
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and Prins 1999, 174n13). In addition, they tend to recur (Hensel 1996), and recur-
ring MIDs are more likely to escalate to war (Senese and Vasquez 2008, chapters 
5–6).7 Presumably the salience of these issues makes actors unwilling to give in 
and increase the use of force as the issue fails to be resolved. Leng (1983) finds 
this to be a general bargaining pattern among crises that repeat among major states.

Senese and Vasquez (2008) find that as states resort to power politics (e.g., 
alliances, arms buildups) to handle territorial disputes, there is a stepwise increase 
in the probability of escalation to war as different power politics practices are 
adopted. These findings, however, hold primarily for the 1816–1945 period. In 
the nuclear Cold War period alliances and arms races become nonsignificant.8

Finding that specific practices, like alliance making and arms races, make ter-
ritorial disputes more likely to escalate to war suggests that these same practices 
might make non-territorial issues prone to war if handled in this manner. Senese 
and Vasquez (2008, 134–35, 149, 152, 156, 159) find that to be the case, although 
these issues (namely, policy and regime disputes) experience lower probabilities 
for war. The way issues are handled thus has a general effect on the probability 
of war, while it has an enhanced effect on territorial issues.

In recent years there has been more work on the biological basis of war. In 
international relations Johnson and Toft (2014) explored the biological basis of 
human territoriality as a source for territorial conflict. This is part of a general 
trend within political science to examine the genetic, evolutionary, and hormonal 
basis of political behavior, including violence (see Hatemi and McDermott 
2011). Experimentation is one way of getting at this question within political 
 science. Powers (2018), using an experimental design, has shown that individu-
als facing territorial conflicts of interest (as opposed to non-territorial conflicts 
of interest) are more apt to react aggressively both in interpersonal and in foreign 
policy contexts. These findings hold not only for subject pool samples, but for a 
random sample public opinion survey conducted in Kentucky.9 The next step in 
experimental design is to move away from survey responses to the measuring of 
electrodermal activity and cortisol levels as indicators of physiological reactions 
and eventually to the use of brain scans, as in neuroscience, to see if territorial 
issues differ from non-territorial issues.

Last, outside of political science, Mitani, Watts, and Amsler (2010) while 
doing fieldwork in Uganda found that chimps not only fight but also conquer 
territory, providing evidence relevant to the territorial explanation of war. The 
biological foundation of political behavior presents a new area of research within 
political science that attempts to use experimental designs to probe these relation-
ships; this is an exciting area of new research that will provide a more complete 
understanding of our genetic and evolutionary inheritance with regard to territo-
riality and violence and will go a long way in filling in the micro-foundations of 
the causes of war.

Two of the questions raised in the last edition (Vasquez 2012, 307) as pressing 
areas for further investigation are (1) the development of a typology of territorial 
disputes that would clearly distinguish those that go to war from those that do 
not and (2) the impact of territorial MIDs on domestic politics. Recent work has 
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added answers on both questions. In terms of a typology, Gibler (2017b) con-
structs an empirical-based typology to see what types of territorial MIDs are most 
likely to escalate. Based on a review of MID data that eliminated certain cases for 
lack of documentation and corrected errors, he finds that certain territorial MIDs 
account for more of the conflict in the data.10

Gibler (2017b, 211–13) finds that the most conflict-escalatory MIDs 
involve (a) disputed ownership of territory (60 percent), (b) conflict over 
border delimitation (13.33 percent), (c) new states entering the system (17 
percent), and (d) opportunity conflict (e.g., revanche, predation) (6 percent). 
Because Gibler’s (2017b) typology uncovers what kinds of territorial MIDs 
produce fatalities and wars it adds to our substantive and descriptive knowl-
edge. Concerning future research, it provides food for thought and theoretical 
reflection in terms of coming up with a more detailed theoretical topology 
that would explain what it is about these various types that “causes” actors to 
go to war. Here an attempt to combine Gibler’s descriptive knowledge with 
a breakdown of the components of the Hensel and Mitchell (2005) salience 
index might be worth pursuing.

A number of studies have extended our knowledge of the impact of territo-
rial disputes on domestic politics. This work focuses on how the presence (or 
absence) of territorial MIDs affects levels of democracy at the domestic level. 
Much of this follows from Tilly’s argument that war leads to centralization 
(and hence the absence of democracy).11 Gibler (2010) shows that an external 
territorial threat can be used to remove veto players and thereby consolidate 
power. Gibler and Miller (2014) argue that external territorial threat will not only 
increase centralization but also reduce the likelihood of civil war and unrest, 
although as Goemans (2000) notes, based on the case of the First World War, 
losses in a war can lead to revolution.

Several studies find that an external territorial threat leads individuals to more 
strongly identify with and support the state. Gibler, Hutchison, and Miller (2012) 
in an analysis of African domestic politics find that external territorial threat helps 
unify the populace by making individuals identify with the state rather than with 
their subgroup. S. Miller in several studies (2013, 2017, 2018) finds that territo-
rial threat leads individuals to support strong government and even autocratic rule 
if its purpose is to defend territory.

The more novel studies on domestic politics are those that show the rela-
tionship of the absence of territorial threat and the emergence of democratic 
traits. Hutchison and Gibler (2007) replicate a well-known study (Peffley and 
Rohrschneider 2003) on tolerance to show that the presence of a targeted territo-
rial MID reduces the likelihood of internal tolerance even when other variables 
are present that would normally predict it. The study shows that the absence of 
external territorial threat is an important variable in the evolution of tolerance, 
normally thought to be solely a function of domestic variables. Hutchison (2011a, 
2011b) also explores the effect of territorial threat on trust in government. These 
studies provide an area for future research, particularly to see what other demo-
cratic attitudes are reduced by an external territorial threat. Also, Gibler (2018, 
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27–28) notes that states that experience a “democracy reversal” are likely to have 
an outside territorial MID. However, an independent judiciary can inoculate such 
states so long as the territorial threat does not entail a long-term rivalry (Gibler 
and Randazzo 2011; Randazzo, Gibler, and Reid 2016). In a larger context, they 
support the more general claim of Gourevitch (1978) that external relations can 
shape domestic politics (for more details on these findings see Gibler and Miller, 
chapter 9).

Last, Vasquez and Valeriano (2010, 300) show that territorial wars are only 
one type of war; policy wars make up 24 percent of the wars and regime wars 
constitute 11 percent. The modal war in the system is a two-party war between 
neighbors over territory—54.4 percent (forty-three of seventy-nine) of the dyadic 
wars. This is an important foundation for advancing knowledge in that a great 
many wars of the past and the future may be explained on the basis of the modal 
war. Some of the dyadic conflicts associated with the breakup of the Soviet 
Union, like the wars between Russia and Georgia, Armenia and Azerbaijan, or 
the conflict between Russia and Ukraine, can all be explained by the territorial 
explanation of war. There are also important policy implications for this finding 
in that if these disputes can be resolved before they escalate, then war might be 
avoided. With better knowledge on how to handle such border disputes, diplo-
macy might be able to eliminate an entire category (indeed the modal category) 
of war. In terms of purely peace research, more emphasis needs to be placed on 
how to prevent territorial disputes and how to actively resolve or settle them 
(see Powell and Wiegand, chapter 11). The decline of interstate warfare over 
time reflects the resolution of many historical border disputes (see Hensel and 
Goemans, chapter 1; Braumoeller, chapter 16).

Given these findings what do we know about territory and war?

• States involved in territorial disputes have a much higher probability of going 
to war than states involved in other types of MIDs.

• States that have territorial disagreements and competing claims are more apt to 
have MIDs than states with non-territorial claims such as river disputes.

• Neighbors are more apt to have MIDs and go to war not because they are con-
tiguous, but because they have territorial disputes.

• Some kinds of territorial issues are more apt to escalate to the use of armed 
force and to war than others. Specifically territorial issues involving ethnic 
claims are more apt to escalate, followed by disagreements over strategic ter-
ritory. Disputes over territory involving economic questions are more apt to be 
settled peacefully.

• Territory involving intangible stakes are much more apt to escalate to conflict 
and to war than those involving tangible stakes.

• Territorial MIDs go to war because they are more apt to result in fatalities, they 
are more likely to recur, and recurring MIDs are more apt to escalate to war.

• Issues that are handled by the practices of power politics are more apt to result 
in war even if they are not territorial disputes, although territorial disputes have 
a higher probability of escalating with the use of power politics.
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• The presence of territorial MIDs has a significant impact on domestic politics. 
Generally, since they pose an external threat, they lead to centralization of 
power. The presence of a territorial MID makes citizens less tolerant, seems 
to have an effect on trust, and can make for democracy reversal. More impor-
tantly, the absence of territorial threat can lead to democratization.

There is still much that we do not know. Here are some of the key inquiries that 
will further advance our knowledge:

• Most territorial issues do not give rise to MIDs or wars. Why? What is it spe-
cifically about these irenic territorial issues or the context in which they occur 
that makes them less prone to war?

• What is the relationship between human territoriality and state use of violence 
to handle territorial disputes, and how has it changed over time?

• What more can we learn about the characteristics of issues and the way they 
are handled that will make clear why some territorial claims give rise to the 
use of force and war, while most do not? Can this new knowledge be used to 
construct a theoretical typology of territorial issues?

Alliances

The role of alliances in peace and conflict has been a topic of international rela-
tions (IR) theory going back to Thucydides, mostly because of realist concerns 
about power and balancing (Morgenthau 1948). The early work of Singer and 
Small (1966a, 1966b), which was at the systemic level, finds some relationship 
between the number of alliances in the system and war. Levy (1981) collects data 
on major state alliances going back to 1495 and finds with the exception of the 
nineteenth century that alliances involving at least one major state tend to be fol-
lowed by a war within five years. These findings are contrary to the classic realist 
notion that alliances balance power and thereby prevent war. Whether wars occur 
because the alliances in question fail to balance or whether, having balance, war 
occurs anyway cannot be determined without further research. At the same time 
Levy also finds that most wars are not preceded by alliances, which indicates that 
alliances are not a necessary condition for war. However, Vasquez and Rundlett 
(2016) find that alliances are in fact a necessary condition for multiparty wars, as 
in the two world wars.

Levy’s (1981) overall findings are consistent with Ostrom and Hoole (1978), 
who use COW data for the 1816–1965 period and find that alliances are likely 
to be followed by war in the first three years after their formation, are negatively 
associated with war from four to eleven years after their formation, and have 
no relationship with war twelve years after they are made. All of these findings 
suggest that some alliances are followed by war, but others are not. This implies 
that a typology of alliances might provide some clarification about the “danger-
ous alliances.” Gibler (2000) developed such a typology and finds that alliances 
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consisting of major states, that have been successful in their most recent war, and 
that are dissatisfied with the status quo are more apt to be followed by war than 
alliances lacking these characteristics (see also Gibler and Vasquez 1998). Maoz 
(2000) also finds that alliances consisting of major states have different effects 
than those consisting of minor states and that alliances made by democratic 
states are less likely to be followed by war. Last, Gibler (1996) finds that one 
type of alliance—territorial settlement treaties that create an alliance to seal the 
bargain—is rarely followed by war.

Further evidence that alliances are associated with war is provided by the 
steps-to-war analysis of Senese and Vasquez (2008). They find that the pres-
ence of outside alliances increases the likelihood of a MID if both sides have an 
outside ally to support them. This alliance variable is not wiped out by rivalry 
or ongoing arms races. However, these findings hold only for the 1816–1945 
period. During the Cold War (1946–1989) period both sides having an ally actu-
ally makes escalation to war less likely.

Why this is the case needs further research. Presumably one reason for the 
Cold War patterns is nuclear weapons, but it might also involve something about 
the peculiar nature of East-West alliance polarization (Vasquez and Kang 2013). 
Alliances formed in the Cold War also involved larger multilateral agreements 
with many democratic partners. Senese and Vasquez (2008, chapters 5–6) also 
argue that alliance formation is connected with recurrent disputes and with arms 
racing. The extent to which this is correct needs to be empirically investigated 
with a sensitivity to the problems of endogeneity.

The COW data dominated most of the alliance research to the end of the 
twentieth century. Gibler and Sarkees (2004) updated those data, and Gibler 
(2009) published a handbook of all the treaties that established the formal 
alliances. Starting in 2000 the Alliance Treaty Obligations and Provision 
(ATOP) project released a new data set on alliances (see Leeds et al. 2002). 
The main innovation is the inclusion of the specific treaty obligations that 
committed allies to each other. Using these data, Leeds, Long, and Mitchell 
(2000) criticize Sabrosky’s (1980) argument that allies are not reliable. He 
finds that only slightly over 25 percent of allies entered a war when their 
ally was attacked. Leeds et al. show that it is important to take into account 
whether an alliance treaty’s provisions are relevant to a war (e.g., does the 
alliance apply to this specific geographical location or adversary?). When 
obligations are considered more carefully, the authors find that in fact 75 
percent of the time, alliance partners are reliable in that they enter the war, 
contrary to Sabrosky’s findings.

Later work in ATOP examines the factors that may reduce the reliability of 
alliance. Leeds and Savun (2007) and Leeds, Mattes, and Vogel (2009) find that 
domestic leadership changes can lead to an increased risk of unreliability, as can 
changes in capability of individual allies (Johnson and Joiner 2019). Reliability 
of course also affects future reputation. Crescenzi et al. (2012) find that states that 
uphold their alliances are more likely to have future alliances with other states. 
Conversely, states that do not have a record of reliability are likely to face tougher 
demands from future alliance partners (Mattes 2012, 2015).
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Kang (2012) provides some evidence as to the process by which some alliances 
promote war. He finds that when minor states have an alliance with a major state, 
they may be emboldened to resist demands and even go to war. The Crimean War 
is a classic historical example of this with the Ottoman Empire being emboldened 
by anticipated support from Britain and France. This is part of the general problem 
of alliances creating a moral hazard, a question Benson (2012) analyzes in detail. 
In other analyses, Kang (2012) finds for the 1816–1945 period that states with 
defense pacts with major states are more likely to have MIDs initiated against 
them, further evidence that findings will vary by types of alliances (Leeds 2003).

Since the last edition there has been some investigation of the internal eco-
nomic impact of alliance making. Kang (forthcoming) finds that making an alli-
ance permits a state to shift resources away from defense spending and thereby 
increase domestic economic growth. He also finds that alliances encourage trade 
amongst members.

The use of the ATOP data that has attracted the most attention has been their 
findings on deterrence. Leeds (2003) argues that defense pacts, because they 
have written commitments to defend, should have deterrent effects. She finds for 
the 1815–1944 period that states with an outside defense pact have fewer MIDs 
initiated toward them than those without such alliances. She also finds that defen-
sive alliances reduce the likelihood that a potential target will be attacked, while 
offensive and neutrality alliances increase the risks for conflict. Thus, Leeds 
(2003) finds that if the challenger has an offensive alliance and calls upon that 
ally to join the dispute, then a MID is more likely (see also Johnson and Leeds 
2011). Likewise, Leeds (2003) finds that the same pattern holds for neutrality 
pacts (see Quackenbush’s (2018, 693) discussion of these articles).

These studies show that different alliances can have contradictory effects. 
Leeds’s (2003) differences in findings with the steps-to-war analysis stem in part 
from the different empirical strategies used. Leeds connects alliances to MIDs in 
the same directed dyad year, while Senese and Vasquez (2008) consider the onset 
of MIDs in the five-year period following a MID.12 Differences may also be a result 
of the coding of an alliance, especially whether it is a defensive pact. Benson (2011, 
2012) questions Leeds’s (2003) coding and uses Smith (1995) to construct more 
precise categories based on whether the defense obligation is conditional or uncon-
ditional and whether the aim is compellence or deterrence. He finds that compellent 
alliances and active deterrent alliances are conflict prone; only passive deterrent 
alliances reduce MIDs, and these are not a large percentage of all alliances.

Kenwick, Vasquez, and Powers (2015) also address the deterrence question. 
They look at both MID onset and war onset. They eschew a dyad-year research 
design and examine only individual dyads that have made a defensive alliance 
and then seek to draw inferences about deterrence by whether the number of 
MIDs and wars after an alliance is significantly lower than the number of MIDs 
and wars the dyad had before the alliance. For MID onset, they find for the 1816–
1945 period that there is actually an increase in the number of MIDs within five 
years after the formation of an alliance compared to the five years before. They 
find that forty-seven cases have an increase in MIDs while twenty-seven have 
a decrease, which is a statistically significant difference (Kenwick et al. 2015).
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No doubt such alliances are formed because actors anticipate conflict. A key 
difference with Leeds’s (2003) research design is that they look at alliance forma-
tion and she does not. Alliance formation may reflect a reaction to threat percep-
tion. At any rate, these findings are consistent with those of Morgan and Palmer 
(2003), who find that joining an alliance increases the probability of MID initia-
tion. The fact that alliance formation may be endogenous to conflict escalation 
does not undercut the fact that they fail to deter MIDs. However, for the nuclear 
Cold War era, Kenwick et al. (2015) find no significant relationship.

Kenwick et al.’s (2015: 952; see also Table 2.2 online appendix) findings on 
war onset are similar. They find that thirty-one cases have more wars after an 
alliance formation while fourteen cases have fewer, which is a statistically sig-
nificant difference. For the nuclear Cold War era, they also find weak evidence 
that wars increase (Kenwick et al. 2015, 952).

The findings on war are not inconsistent with Leeds (2005), when she finds 
that if a dispute escalates to war and defensive allies are present, then allies live 
up to their commitments and are likely to intervene. Thus if alliances fail to deter 
the onset of a MID, they may be associated with larger and more violent wars if 
the MID escalates.

Given that Kenwick et al. do not find the same pattern for the Cold War period, 
Morrow’s (2017) claim that future research should look not at whether deterrence 
works, but when it does is a useful tack to take (see Kenwick and McManus, 
chapter 3). One way to start this process is to examine the cases in Kenwick et al. 
(2015) in more detail. What is it about the twenty-seven MID divergent cases and 
the fourteen war onset cases that makes them seemingly cases of deterrence suc-
cess? Morrow (2017, Figure 2) finds for 1816–1945 that defensive alliances fail to 
deter when he does not add controls, but when he adds controls, then he finds that 
they do deter, which is consistent with Leeds (2003). The control variables are his 
key for determining when alliances deter, but most of these control variables—like 
joint democracy, lack of contiguity, and the presence of offensive alliance or neu-
trality pacts—are all well-known predictors of peace or conflict, so including them 
as controls that wipe out the relationship obscures rather than clarifies the true 
relationship. For example, we would not expect opposing alliances consisting of 
joint democracies to be followed by more MIDs; neither would alliances consist-
ing of states that were not contiguous. We need to have a better empirical strategy 
for determining the relationship between alliances and other correlates of war.13

Last, despite disagreements and the complexity of statistical studies, one thing 
is clear—the onset of the First World War and the Second World War in 1914 and 
1939 must be seen as cases of massive deterrence failure. Further case work as to 
why deterrence failed remains an interesting avenue for exploration (for a start, 
see Vasquez 2018, 353–56).

What have we learned about alliances and war to date?

• Except for the nineteenth century, from 1495 on, alliance formation that in-
cludes major states is more likely to be followed by war than by peace within 
five years.14
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• The presence of an outside alliance is positively associated with the escalation 
of a MID to war in the 1816–1945 period if a five-year window is examined, 
but not during the Cold War 1946–1989 period.

• The most dangerous alliances regardless of period seem to be those consisting 
of major states, those that are dissatisfied, or those that have been successful 
in their most recent war. Alliances that are part of a territorial settlement treaty 
are almost always followed by peace.

• Most wars involving major states have not been preceded by an alliance. How-
ever, alliances seem to be a necessary condition for multiparty interstate wars.

• Leeds (2003) finds that the presence of defensive alliances has a muting (deter-
rent) effect on MIDs onset in the 1815–1944 period. Kenwick et al. (2015) find 
that formation of alliances in the 1816–1945 period increases the probability 
of MID onset and war onset.

• The First World War and the Second World War are cases of massive deter-
rence failure in the presence of alliances.

These and other findings in the literature suggest a number of unanswered 
questions:

• Since findings with regard to alliance vary by type and temporal domain, one 
way of advancing research is to find out when they result in war and when they 
lead to successful deterrence.

• Given that initial analyses suggest that the 1990–2001 period is like 1816–
1945 with regard to alliances and war, will the future be more like it or the 
Cold War, where alliances are negatively related to war?

• When deterrence fails, why does it fail?
• What factors occur within five years after the formation of an alliance that 

increase the probability of war?
• What effects do war-prone alliances (i.e., those consisting of major states, dis-

satisfaction, and success in the most recent war) have on increased armament 
levels, repeated MIDs, and the making of counter-alliances?

• What effect does alliance making have on the domestic political environment 
of the signatories and possible targets, particularly the balance between hard-
liners and accommodationists?

• Does the causal sequence of wars that break out without a preceding alliance 
differ in a theoretically significant manner from the causal sequence of wars 
that are preceded by an alliance?

Rivalry

In Bremer’s (2000: 25) analysis of who fights whom, the second of four key 
things he thought we knew about war is that war emerges from recurring disputes 
or dyads that “have a history of fighting one another.” He gives two reasons why 
disputes might recur. First, an issue is rarely settled by one fight and so long as 
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the issue remains unresolved, it will continue to periodically give rise to fights. 
Second, “the mere act of fighting produces feelings of grievances and hostility, 
even hatred” (25). This emphasis on repeated disputes became a focus of the 
rivalry literature.

Leng (1983) was among the first to show that as crises repeat, contenders 
engage in more escalatory acts, and that by the third crisis war is very likely. 
He argues that to treat each crisis as independent is to fail to understand that 
war emerges out of a process of the interaction of states over time with previous 
crises having an impact on subsequent ones (see Akcinaroglu and Radziszewski, 
chapter 5).

Leng’s analysis set the stage for distinguishing dyads in terms of whether they 
have recurring disputes. Goertz and Diehl (1992a) and Diehl and Goertz (2000) 
reconceptualize recurring disputes as rivalry and identify rivalry as a source of 
war. Wayman and Jones (1991) examine how previous disputes have a negative 
impact on subsequent disputes. The crucial and original insight of these scholars 
is that war emerges from an underlying relationship between states. War cannot 
be understood simply by the characteristics of the issues under contention or 
the states contending over them, but by the relationship that emerges as conflict 
repeats. It thus makes sense theoretically to study relations between states over 
time rather than to statistically analyze and compare individual MIDs without 
controlling for the particular states involved and MID history.

Once Diehl and Goetz (2000) advocated studying individual dyads as opposed 
to MIDs, they found that dyads that are enduring rivals (with six or more MIDs) 
have a pronounced proclivity to go to war. A related finding is also produced 
in ICB data (Brecher and Wilkenfeld 1997, 832–33) for what they call states in 
protracted conflict. Indeed, Diehl and Goertz (2000) find that enduring rivalries 
account for almost 50 percent of wars from 1816 to 1992. Colaresi, Rasler, and 
Thompson (2007) find a similar pattern by identifying rivals through historical 
statements, showing that 75 percent of all wars are linked to what they identify 
as principal (or strategic) rivalries.

Senese and Vasquez (2008, chapters 5–6) also find that the presence of rivals 
increases the probability of a MID escalating to war for all periods. They show 
that rivalry is one of a series of steps that progressively increases the probability 
of war—the others being alliance making and arms races. Examining how rivalry 
is related to these other two steps is a fruitful avenue for future research. Some of 
these findings on the steps to war are independently confirmed by Colaresi and 
Thompson (2005) and Colaresi et al. (2007) using ICB data.

Since 2000 several scholars have looked at how states become rivals. Wayman 
(2000) distinguishes between rivals that are born feuding and go to war on their 
first MID, like India and Pakistan, and those that go to war after several MIDs, 
like Germany and Britain.15 This suggests there may be different types of rivals 
in terms of when and how they go to war. Valeriano (2013), building on Leng 
(1983), finds that rivals that increase their level of hostility as they go from 
their early MIDs to later ones have a greater propensity for war. He labels these 
“escalating rivalries,” thereby helping us move toward a typology of rivalries 
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(see Akcinaroglu and Radziszewski, chapter 5, especially Tables 5.1 and 5.2 for 
a review of key factors related to escalation).

Rivalry has also been viewed as a context for war, increasing the chances for 
escalation in conjunction with other risk factors such as arms races (Gibler and 
Hutchison 2005), high inflation (Mitchell and Prins 2004), territorial disputes (Rasler 
and Thompson 2006; Lektzian, Prins, and Souva 2010), ongoing war (Vasquez et al. 
2011; Vasquez 2018), or power transitions (Geller 2000; Kadera 2001).

Bennett (1996, 1997) has led the way in the study of rivalry termination. 
By defining a rivalry as ended when the underlying issue is fully resolved, he 
established more historically informed end dates for rivalry data. The ending of 
the Cold War provides an important case study on this with the most important 
volume in terms of ending rivalry being written by Kupchan (2010). Cox (2010) 
sees rivalry termination as linked to domestic realignment, especially if it is 
coupled with a foreign policy failure. Owsiak and Rider (2013) examine the role 
of borders in rivalry termination and find that states that successfully settle their 
borders are likely to see their rivalry come to end (Owsiak, Diehl, and Goertz 
2017; Rider and Owsiak forthcoming).

What have we learned about rivalry and war?

• Most enduring rivalries go to war and more than half of interstate wars are 
associated with rivalries.

• Rivalry has a separate and independent effect on the probability of MIDs 
escalating to war when controlling for territorial MIDs, recurring disputes, 
outside alliances, and arms races for both the 1816–1945 and the Cold War 
1946–1989 periods.

• States are likely to become rivals if they have territorial disputes and this is a 
function of the fact that territorial MIDs recur frequently.

• Other risk factors for war are enhanced in the presence of rivalry.
• Conflict resolution techniques have limited success in ending rivalry; however, 

if states settle their borders, that is apt to lead to the termination of their rivalry. 
Political shocks often contribute to rivalry termination.

A number of theoretical questions remain unanswered:

• What interactions make rivalry occur and then escalate to war? As disputes 
recur they seem to have an impact on each other. Exactly what that impact is 
needs further research, but it is thought to produce increased hostility, threat 
perception, and some form of escalation.

• Is there a difference between rivalries that are born feuding and those that 
evolve over time? Likewise, is there a difference between major state rivalries 
and minor state rivalries?

• How do rivalries produce an expansion of war (and MIDs) through contagion?
• What is the role of domestic politics in the origin and persistence rivalry? What 

is the domestic impact of recurring disputes within each state (e.g., on the bal-
ance between hard-liners and accommodationists)?
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• How are rivalries connected through networks of rivalry ties? If states end one 
rivalry to focus on another rivalry, how do they make those choices?

• Why do conflict dynamics vary across rivalries? We see punctuated equilib-
rium, evolutionary, and other dynamic patterns in rivalry MID data, but we do 
not have theoretical explanations to predict these varying patterns.

Arms Races

The final factor that we know plays some significant role in making states war 
prone is arms races. Some of the earliest work in peace science was devoted to 
measuring and modeling arms races (Richardson 1960a; Choucri and North 1975; 
Zinnes 1976). The major advance in research came with Wallace (1979), who 
rather than looking at whether arms races “cause” war, focuses on MIDs involv-
ing major powers, showing that ongoing arms races increase the likelihood that 
MIDs escalate to war. This research generated a heated criticism by Weede (1980) 
and Diehl (1983) as to the accuracy of the research design (see Sample 2012 and 
chapter 4 for a review).

Sample (1997) resolved much of the debate by showing that mutual military 
buildups that do not go to war produce a MID that goes to war within five years. 
The five-year window is important because typically the first MID does not go to 
war. Thus for Germany and Britain, there were several MIDs in the 1930s before 
the 1939 MID went to war. With this control Sample finds a statistically significant 
relationship between arms racing and escalation to war for the 1816–1945 era, 
but not for the nuclear era. In later work Sample (1998) also finds that the hostile 
spiral model is more accurate than the deterrence model (see also Wallace 1982). 
Interestingly, she finds that capability shifts do not enhance the probability of war 
in the presence of arms racing (Sample, chapter 4), consistent with the mixed find-
ings on capability discussed by Morey and Kadera (chapter 2). Subsequently she 
collects new data for minor states (Sample 2002) and finds that the same relation-
ship holds for minor-minor dyads, but not for major-minor dyads. She also greatly 
improves upon Wallace’s data in that she just does not collect data for MIDs, 
but for every year there is a dyad, recording their military expenditures for that 
year. Senese and Vasquez (2008), using Susan Sample’s data, also find that arms 
races have a separate and independent effect from alliances, rivalry and territory. 
Although arms races are extremely dangerous, they are fairly rare; only a few wars 
are preceded by arms races (see Diehl 1983; Vasquez and Valeriano 2010).

Sample has addressed the question of the relationship of arms races to rivalry, 
responding to criticism by Diehl and Crescenzi (1998). Rider, Findley, and Diehl 
(2011) provide some evidence for their claim, that rivalry is key but they do 
not use a five-year window or control for the nuclear era. When Sample (2012) 
restores these controls, the significance is of arms races restored. She also finds 
that arms races increase the probability of war in cases without an ongoing rivalry.

To further disentangle how the steps to war are related to both arms races and 
rivalry, Sample (2014, 2018a) traces the temporal sequence of each step in the 
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history of forty-two cases involving Huth and Allee’s (2002) territorial claims and 
war from 1919 to 1995. She finds that the order varies with rivalry sometimes pre-
ceding arms races and at other times arms races preceding rivalry. In twelve cases 
where all the steps occur, she concludes that rivalry occurs early enough that she 
thinks it might be producing the steps rather than the other way around (Sample 
2018a, 497–98, but also see 2014, 282). In other cases, especially those involving 
territorial disputes, however, she finds that arms races increase risks for war as 
anticipated by the steps-to-war model (Sample 2018a, 508). Vasquez (2011b) has 
also identified the various paths to war from 1816 to 2001 and has found, support-
ing Levy (2000), that there are multiple paths to war with some combination of 
steps, especially those involving arms races, having a higher probability of resulting 
in war than others (probability ranges from 0.17 to 0.78, Vasquez 2011b, 142).16

What conclusions can be made about arms races?

• There is a statistically significant relationship between the presence of a mu-
tual military buildup and the escalation of a MID to war for the 1816–1945 
period, if a five-year window is examined.

• The probability of war breaking out in the presence of a mutual military 
buildup greatly increases in the presence of other factors—namely, territorial 
disputes, outside alliances, and rivalry.

• There are multiple paths to war, and arms races only play a role in a limited 
set of wars.

• Conversely, the presence of nuclear weapons, most likely eliminates the effect 
of mutual military buildups on war onset by raising the costs of war to unac-
ceptable levels.

A number of things about arms races are still worth exploring:

• Arms races seem to have an independent effect on the probability of rivals 
going to war. Statistical evidence controlling for both factors supports this 
conclusion. Also split population studies show that in the absence of rivalry but 
in the presence of arms races, war is likely. Nonetheless, there are wars where 
rivalry comes sufficiently early on that it may be driving the relationship. More 
case studies or sensitive statistical tests are needed to unravel this relationship.

• Why arms races are present in only a limited set of wars needs to be ex-
plained—in particular, scholarship needs to investigate whether certain types of 
conflicts escalate to war before both sides get a chance to increase their arms.

• There is a need to identify and collect data on other indicators of military 
buildups—such as pursuing new types of weapons, increasing the stockpiles of 
certain weapons, initiating conscription, extending the time of military service, 
or increasing the number of reserves. Such indicators may also be useful in 
identifying arms races in the nineteenth century, which with present measures 
appears not to have many arms races.

• How are systemic changes in offense and defense technologies related to mu-
tual military buildups and the onset of war?
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• Are there any theoretically significant differences between the way wars pre-
ceded by arms races break out and the way wars without preceding arms races 
break out?

The next section examines factors associated with peace. Before doing so, 
something should be said about what we know about who wins wars and the 
impact of war (see Quackenbush, chapter 7). Early on Rosen (1972) showed 
that most interstate wars are won by states that have more economic revenue at 
their disposal followed by the states that lose a lower percentage of their popula-
tion. The former is consistent with Rasler and Thompson (1983), who show that 
major states with greater access to credit are apt to win their wars (see Cappella 
Zielinski and Poast, chapter 15, on war financing more generally). Nonetheless 
some well-known “Davids” defeat “Goliaths” and these have been explained by 
Organski and Kugler (1978). Last, most major states recover from major defeats 
within twenty years in what Organski and Kugler (1977) call a phoenix factor.

FACTORS PROMOTING PEACE

The Democratic Peace

The most fundamental thing we know about peace is that it actually occurs in 
the international system; indeed it is much more common than one would expect 
from realist IR theory. Morgenthau (1960, 38), for instance, states that: “All his-
tory shows that nations active in international politics are continuously prepar-
ing for, actively involved in, or recovering from organized violence in the form 
of war.” For this, among other reasons, the study of peace has generally been 
ignored (see Owsiak, Diehl and Goertz, chapter 10).

Nonetheless, data show that war is relatively rare. Geller and Singer (1998, 1) 
note that in the post-Napoleonic era 150 states have never even experienced one 
war, and 49 only have had one or two. Indeed, by 2007 there were only 95 wars 
among legally recognized states (Sarkees and Wayman 2010, 75).

The best evidence that states are not constantly at war with one another is the 
democratic peace. Ray (2000, 299) stated in the last edition of this book: “One 
thing that ‘we know about war’ with unusual, or even unparalleled confidence 
is that it almost never involves two democratic states.” Levy (1988, 662) in 
an oft-quoted phrase called the democratic peace one of the few laws we have 
in political science. The landmark studies are Rummel (1983), Doyle (1986), 
Maoz and Russett (1993), Ray (1995), and Russett and Oneal (2001). Babst 
(1964) was the first to publish findings on this phenomenon, but he was largely 
ignored at the time.

Bremer (2000) includes the democratic peace as one of his top four factors 
that we know about war—namely, that democratic states do not fight each other. 
Other studies have shown that joint democracies are also less likely to have 
MIDs (Maoz and Russett 1993; Russett and Oneal 2001) and are more likely to 
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use peaceful conflict resolution techniques to handle their disputes (Dixon 1994; 
Raymond 1994). Weart (1998) also argues that democratic states in the ancient 
world were less likely to fight each other.

There are two explanations of the democratic peace—the structural (or insti-
tutional) and the normative. The structural has attracted more attention mostly 
because of the formal analyses associated with it (see Bueno de Mesquita et 
al. 2003). In its original form the rationale of the institutional explanation fol-
lows Kant and maintains that domestic constituencies and institutions restrain 
democratic leaders from going to war because the people do not see war as in 
their interest. The normative explanation maintains that democratic states share 
norms about how to deal with conflict. Generally it is found that jointly demo-
cratic states are more apt to negotiate than to resort to force, even over territo-
rial issues (Huth and Allee 2002). Mitchell (2002) goes so far as to argue (and 
finds) that these norms are so powerful that they can create a Kantian system 
or culture that will even influence nondemocratic states to adopt these norms 
as the percentage of democratic states in the system increases. This is a very 
important study using early ICOW data and should be replicated on data for the 
entire world.

An important distinction in the democratic peace is between the dyadic and 
monadic democratic peace. The former argues that democracy has its pacific effect 
primarily for joint democracies, whereas the latter argues, following Woodrow 
Wilson, that even at the monadic level democracies are intrinsically peace-
ful. Most statistical studies are based on the dyadic level, but Ray (2000) finds 
some evidence for the monadic democratic peace (see also work by Rummel). 
Quackenbush and Rudy (2009) find little statistical evidence for the monadic 
peace and Vasquez (2020), examining the largest wars of the three most liberal 
states in the nineteenth century—France, England, and the United States—finds 
that the executive tries to restrain the legislature and public gripped by war fever 
rather than the other way around.

Russett and Oneal (2001) have expanded the democratic peace into a 
liberal peace consisting of three pillars—joint democracy, economic inter-
dependence, and shared membership in an international organization—all of 
which reinforce each other (see Mousseau, chapter 8). Empirical evidence is 
strongest for the democratic peace, mixed for the trade peace, and weaker for 
the international governmental organization (IGO) peace (Anderson, Mitchell, 
and Schilling 2016).

THE TERRITORIAL PEACE

Gibler (2007) was among the first to challenge the democratic peace by looking 
at the role settling territorial borders plays in peace. He argues that democratic 
states do not fight each other because they have stable borders and do not have 
territorial disputes. His data analysis of the relationship between stable borders and 
peace wipes out the statistical significance of joint democracy.17 He then goes on 
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in an original analysis to speak of a territorial peace (Gibler 2012) in contradiction 
to a democratic peace. He argues that just as war can lead to state centralization, 
settling borders can lead to peace and eventually to a democratization of the state. 
For Gibler, border settlement precedes democratization. His study makes two 
lasting contributions to our understanding of peace. First, he shows that without a 
preceding territorial peace there is no democratic peace. Second, a neighborhood 
with stable borders creates a benign environment for the emergence of democracy.

Gibler’s (2007, 2012) analysis is consistent with early evidence that demo-
cratic states have few if any territorial disputes (Mitchell and Prins 1999; Huth 
and Allee 2002, 267). Likewise, several studies demonstrate the pacific effect of 
settling borders. Kocs (1995) finds that states that legally settle their borders are 
considerably less likely to have a war. The problem with Kocs’s study, however, 
is that it is limited to 1945–1987. Owsiak (2012) expands the study, adding more 
precise measures of settled borders for the 1816–2001 period, and finds that once 
two neighbors legally settle all of their contested borders, they are less likely to 
have a war or a MID. Similarly, Hensel (2006) shows that settling a territorial 
claim significantly reduces the likelihood of any future MID of any type, territo-
rial or non-territorial.18 Owsiak and Rider (2013) find that settling borders leads 
to the termination of rivalries (see also Tir 2006a and Gibler and Tir 2010). In 
addition to these dyadic studies, Henehan and Vasquez (2006) show that certain 
historical periods that lack wars among major states are periods with few or no 
territorial MIDs. These periods include the Concert of Europe (1816–1848) and 
the Bismarckian Peace (1871–1895). All of this evidence on border settlement is 
consistent with Vasquez’s (1993, 146) early proposition that:

If the territorial divisions among neighbors are not challenged but accepted as legiti-
mate, peaceful relations can govern. Most borders once satisfactorily settled remain 
so for long periods of time.

This prediction was made before any systematic research had shown that ter-
ritorial disputes were highly war prone. What Vasquez had in mind was that if 
territorial disputes were one of the main reasons for neighbors fighting, then 
eliminating that cause should reduce the probability of war. It would also increase 
the prospects for peace because it reduces the hostile relationship associated with 
severe territorial contention.

Vasquez’s proposition on neighbors settling their borders is a much broader 
conception of the territorial peace than Gibler’s (2012), who focuses on democ-
ratization. Vasquez conceives of the territorial peace as including any set of 
dyads that have settled their border, which includes many nondemocratic and 
noncontiguous states. Taking this broader conception of the territorial peace, 
Owsiak and Vasquez (2021) examine all dyads that have never had a war (for 
certain long stretches of time). Looking at a sample of politically relevant dyads, 
they find for the Cold War period (1946–1989) that of the 981 dyads that have 
never had a war, 78 (7.95 percent) have never had a territorial MID. Conversely, 
of these 981 peaceful dyads only 57 (5.81 percent) are jointly democratic. This 
may not seem like much of a difference until they show that 56 (98.25 percent) of 
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the 57 joint democracies never have had a territorial MID (Owsiak and Vasquez 
2019, Tables 3–4). This finding suggests that the territorial peace can subsume 
the democratic peace.

To investigate the statistical significance of these findings, they conduct a firth 
logit and find that the absence of MIDs statistically wipes out the significance of 
joint democracy when the dependent variable is “never having a war.”19 When 
a dyad has one or more territorial MIDs in a given period, it is significantly 
less likely to be classified as peaceful during that period (the logistic regression 
coefficient for any territorial MIDs is −3.36 [0.53] [significant at < 0.01] while 
joint democracy is 0.51 [1.45] and nonsignificant at the 0.05 level) (Owsiak and 
Vasquez 2021, Table 2).

One criticism of such findings is that the reasons joint democracies do not have 
many territorial MIDs is that they handle territorial claims peacefully (see Park and 
James 2015). The counter-response of the advocates of the territorial peace is that 
joint democracies do not have territorial disputes because they settled their borders 
before they become democracies. Owsiak and Vasquez (2019) find this to be the 
case. Gibler and Owsiak (2018) also show that border settlement typically precedes 
democratization (see also Gibler and Owsiak 2018 and Thompson 1996).20 In other 
words, border settlement leads to democracy and not the other way around, but of 
course this only holds between the borders of contiguous states.21

Related to the work on peaceful dyads that never go to war is the work of 
Vasquez and Barrett (2015) on dyads that never have a MID in the first place. 
They argue that MID-free dyads are apt to be those that do not have territorial 
claims rather than those that are joint democracies. They find that of the 1,068 
dyads in the Cold War 1946–1989 period that never had a MID, 94 percent 
(1,004) never had a territorial claim.22 In other words, the absence of territorial 
disagreement is a big component in the absence of armed force. The findings on 
joint democracy are equally interesting. Vasquez and Barrett (2015, 17–19) find 
that of the 1,068 MID-free dyads, only 74 (about 7 percent) are joint democra-
cies.23 Further they find that of these 74 joint democracies, 65 (87.84 percent) 
never had a territorial claim.24 As with Owsiak and Vasquez (2021), these find-
ings strongly suggest that the territorial peace can subsume the democratic peace 
in that the territorial peace can explain why contiguous joint democracies are at 
peace. Vasquez and Barrett (2015, 20) go on to examine whether the territorial 
peace can also account for large numbers of nondemocratic dyads at peace. They 
find that of the 994 nondemocratic dyads that are MID-free, 94.47 percent (939) 
do not have a territorial claim, using Huth’s (1996) data. The Vasquez and Barrett 
(2015) study was based on Huth and Allee’s data, which ended in 1995. It would 
be interesting to see if it could be replicated on the new ICOW data set.

While the research on the territorial peace is recent, several things are known:

• Dyads that settle their borders tend to have a lower probability of going to war 
or even having a MID.

• Dyads that have never been at war for long periods of time are those that have 
no territorial claims or MIDs.
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• Joint democracies rarely have territorial MIDs; this is because they settle their 
borders before they become joint democracies. This implies that the territorial 
peace can subsume the democratic peace, at least for contiguous dyads.

• Most dyads that have never had a MID are those that have never had a territo-
rial claim. Likewise, about 85 percent of the joint democracies that have never 
had a MID have never had a territorial claim.

LEWIS RICHARDSON AND THE FUTURE OF PEACE SCIENCE

Slightly over one hundred years ago Lewis Richardson began to apply scientific 
techniques to the study of war in hopes that by identifying the causes of war they 
might be eliminated. For a long time he worked alone. Today more scholars are 
using his general approach to working on this set of related research questions 
than at any other time in history, and it is not unreasonable to think that someday 
his hope may be fulfilled. Understanding the causes of war is a conceptual, theo-
retical, and empirical problem, and peace science to date has made progress on 
all three fronts, but there is still a long way to go. Nonetheless, as the chapters in 
this volume have demonstrated, some things have been learned and some avenues 
for future progress have been outlined.

We have gone beyond Bremer’s (2000) four things we know about who 
fights whom. We still know that contiguity or proximity, which he identified 
as a key factor, is important. But now we know that the reason this is often the 
case is that neighbors have territorial grievances over their borders, and such 
wars are the modal war in the system since 1815. This is one cause of war 
that can be mitigated, if not eliminated, and in doing so an entire class of war 
might be greatly reduced. How and why territorial disputes can be peacefully 
resolved has received attention in research and should receive more attention 
in diplomacy.

A second factor that helps determine who fights whom is recurring disputes. 
The repeated (and failing) attempt to resolve disputes through the use of force, 
Bremer saw as a key factor leading states to fight each other. Today we have 
more clearly conceptualized this process as a function of an underlying relation-
ship—namely, that it is rivalry that leads to increased hostility and escalation 
across repeated crises.

What Bremer did not discuss and what seems to be a factor, especially before 
the nuclear era, is the presence of arms races, a factor that concerned Richardson 
(1960a; see also Zinnes 1976). Arms races when coupled with other factors can 
lead to a high probability of war (Sample 1997, chapter 4). However, only a few 
wars, albeit very intense wars, are associated with arms races.

The absence of war among the two major states in the Cold War raises the 
question of whether nuclear deterrence can prevent war (Fuhrmann, chapter 6). 
Conceptually a key insight is that nuclear weapons raise the “provocation thresh-
old” (Lebow 1981, 277), but whether such deterrence can deter nuclear war for 
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all time is another question. Theoretically the logic of nuclear mutually assured 
destruction (MAD) is more compelling than the logic of conventional deterrence 
where mutual and inexorable defeat of both sides is rarely evident before the 
fact. This has led some to claim that deterrence did not work in the pre-nuclear 
era with regard to war onset or even MID onset (Kenwick et al. 2015; but see 
also Leeds 2003 and Leeds and Johnson 2017). Part of the debate must be seen 
in the larger context of the role of capability in bringing about or preventing 
war in general (see Morey and Kadera, chapter 2). Nonetheless, it is known that 
alliances can sometimes embolden minor states (Kang 2012) and act as a moral 
hazard (Benson 2012). Clearly the alliances blocs before the First World War and 
the Second World War resulted in major deterrence failures. Nonetheless, the role 
of alliances in the onset of war is still an area where more needs to be known, 
especially since the Cold War era exhibits a different pattern from the previous 
1816–1945 era.

The last factor Bremer discussed was that democracies rarely fight each other. 
Since he wrote this, the research agenda has been deeply enriched with numerous 
findings and expanded into a broader theoretical liberal peace (Russett and Oneal 
2001, see Mousseau, chapter 8). Nevertheless, since Bremer wrote, we have seen 
democracies close to the brink of war, such as the Kargil War between India and 
Pakistan. Various criticisms of the democratic peace have identified alternate 
explanations of why these countries do not fight each other (e.g., Mousseau’s 
notion of contract culture).

As a field, Bremer’s (1992) notion of dangerous dyads coupled with J. David 
Singer’s (1972, 1979) commitment to investigating the sources of war through 
the collection and statistical analysis of replicable data has made for progress in 
understanding the causes of interstate war. Our volume shows many promising 
avenues of research for identifying additional causes of war such as cyber threats 
(Valeriano, Maness, and Jensen, chapter 12), changes in war financing (Cappella 
Zielinski and Poast, chapter 15), leadership incentives and changes (Akcinaroglu 
and Radziszewski, chapter 5; Wolford, chapter 14), and climate change and 
natural disasters (Mitchell and Yang, chapter 13). Richardson’s belief that the 
application of scientific thinking and techniques can solve intractable problems 
has not been in vain.

NOTES

1. These data have now been expanded to include “near crises” (Iakhnis and James 
forthcoming). For recent findings based on the ICB not covered, see James (2019).

2. Paul Huth (1996) was the first scholar in the quantitative conflict community to com-
pile a data set of territorial claims—collecting data from 1950 to 1990 (later expanded to 
1919–1995 in Huth and Allee 2002). ICOW data build upon this information.

3. In the two-stage model the relationship between the presence of a territorial MID and 
war is still significant while controlling for contiguity in the first stage.

4. These findings are reconfirmed by Goemans and Schultz (2017).
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5. This latter finding gave rise to the ICOW project collecting data on identity claims 
between states (Hensel and Mitchell 2017).

6. Vasquez (2009, 349) interprets this finding to mean that the more “salient” an issue, 
the more likely decision makers will feel “pressured to do something” about it, whether 
that be a peaceful attempt at resolution or the use of force.

7. Senese and Vasquez (2008, 146–48, 162) find that recurring disputes have a sepa-
rate and independent effect on an MID escalating to war from rivalry in the 1816–1945 
period, but not the Cold War period, where rivalry wipes out the significance of recurring 
disputes. In their short post–Cold War period from 1990 to 2001 they find both factors are 
significant, however.

8. There is some evidence that they hold for the post–Cold War period from 1990 to 
2001. Why this is the case may have something to do with nuclear weapons raising the 
“provocation threshold” for war (see Lebow 1981, 277), but also see Vasquez and Kang 
(2013) and Sense and Vasquez (2008, 157–58), who argue that the singular East-West al-
liance structure may have stripped alliances of their belligerent effect.

9. See Tanaka (2016) for an experiment in Japan on territory and conflict.
10. For instance, he found that 6.32 percent should be dropped and another 4.39 percent 

should be merged—Gibler (2017b, 211–12). For criticisms of his changes, see Palmer et 
al. (2020) and response by Gibler, Little, and Miller (2020).

11. For more details on territorial threat and centralization, see Gibler and Miller, 
 chapter 9.

12. A similar observation applies to differences with Kenwick et al. (2015).
13. My thanks to Mike Kenwick for comments on this section.
14. This holds for NATO if one counts the Korean War.
15. See also Maoz (1989).
16. Vasquez (2011b) lists the cases that fit each path. For example, he finds that the 1859 

War of Italian Unification has a path consisting of territory, rivalry, and alliances present, 
while World War II has these three plus arms races.

17. For a criticism of Gibler’s (2007) data analysis, see Park and Colaresi (2014), as 
well as Gibler’s (2014) reply. Much of the criticism related to the lack of replicable data, 
however, was eliminated by the publication of Gibler (2012).

18. This particular study, which was based on a limited regional domain and early data, 
is an important area for further investigation and replication.

19. Firth logit deals with the problem of separation in logistic regression.
20. See also Gibler and Braithwaite (2013), who show that regional stability is related 

to the emergence of a territorial peace.
21. Russett and Oneal’s results are in part driven by noncontiguous relationships that 

democratic hegemonic states foster, and these are an important part of the democratic 
peace results.

22. This analysis is based on Huth and Allee’s (2002) data and not ICOW since it was 
not complete for the entire globe. For the post–Cold War 1990–1995 period, 91 percent 
have no claims. Note at the time of writing the Huth and Allee (2002) data ended at 1995.

23. For the 1990–1995 period, the number of joint democracies without an MID jumps 
to 377; this accounts for about 22 percent of the peaceful cases.

24. Of the 377 joint democracies in the 1990–1995 period without a MID, 318 (84.35 
percent) do not have a territorial claim.
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